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Abstract: Accelerated molecular dynamics (AMD) is an ef-
ficient strategy for accelerating the sampling of molecular
dynamics simulations, and observable quantities such as free
energies derived on the biased AMD potential can be re-
weighted to yield results consistent with the original, unmodified
potential. In conventional AMD the reweighting procedure has
an inherent statistical problem in systems with large acceleration,
where the points with the largest biases will dominate the
reweighted result and reduce the effective number of data points.
We propose a replica exchange of various degrees of accelera-
tion (REXAMD) to retain good statistics while achieving en-
hanced sampling. The REXAMD method is validated and
benchmarked on two simple gas-phase model systems, and
two different strategies for computing reweighted averages over
a simulation are compared.

Introduction
Free energy is one of the most important quantities in biophysics.
The calculation of free energy using molecular dynamics

simulations is complicated by the dependence on the amount
of the relevant phase space sampled. The complication is more
pronounced when two alchemical free energy end points differ
by more than a few trivial moieties. The use of restraints to
restrict the phase space has proven useful in the convergence
of thermodynamic integration, umbrella sampling, and the
Bennett acceptance ratio techniques.1-3 Another approach is
to enhance phase space sampling instead of restricting the phase
space and often relies on the modification of the original
Hamiltonian during molecular dynamics simulations.4,5 Ac-
celerated molecular dynamics (AMD), which conventionally
modifies the energy landscape by adding a bias to states below
an energy threshold, Ecut (eq 1), is an example of the Hamil-
tonian modification approach and has proven capable of
efficiently generating canonical ensembles consistent with
experiments on the millisecond time scale.6,7

V * (r, Ecut,R))V(r)+ { 0 V(r)gEcut

∆V(r, Ecut,R) V(r) < Ecut

∆V(r, Ecut,R))
(Ecut -V(r))2

R+ (Ecut -V(r))
(1)

A potential problem with modifying the Hamiltonian occurs
when reweighting an observable O* from the accelerated
simulation to find O on the original potential (eq 2 for AMD).
If the simulation is highly accelerated and involves a large range
of boost factors ∆V, the reweighted average will be dominated
by the relatively few points/structures with large values of ∆V
in the limit of finite sampling. This statistical problem has
recently been quantified as a reduction in the effective number
of data points in the simulation.8 Thus there is a tradeoff between
the degree of acceleration and the statistical precision in AMD
simulations. The calculation of free energies using thermody-
namic integration computes 〈dV/dλ〉λ over the course of a
simulation, and the calculation of free energy is very sensitive
to the statistical accuracy of the computed averages.

〈O 〉 ) 〈O∗exp[�∆V(r)]〉
〈exp[�∆V(r)]〉 (2)

In order to take advantage of the sampling efficiency of the
AMD method as well as maintain the statistical relevance of
every data point, we propose using a replica-exchange frame-
work to couple varying degrees of acceleration. The low degrees
of acceleration will not be prone to the reweighting problem
and can still take advantage of the high acceleration through
replica exchanges. This replica-exchange accelerated molecular
dynamics (REXAMD) is a member of the Hamiltonian replica-
exchange (HREM) class of simulations, varying from other
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HREM techniques in the specific Hamiltonian modification
scheme. A similar REXAMD approach has recently been
applied to studying the effects of neighboring side chains on
peptide backbone conformations in short peptides.9 We dem-
onstrate the REXAMD approach by increasing the convergence
rate of thermodynamic integration (TI) for two simple gas-phase
model systems, although the method could utilize other free
energy calculation methods instead of TI.

Computational Detail
First some terms should be defined. “State” is used to denote a
specific level in the replica-exchange scheme. For example, in
temperature replica-exchange each state corresponds to a specific
temperature, and in REXAMD each state is a modified Hamil-
tonian described by a set of boost parameters. The term “replica”
is used to denote the individual structures that are exchanged
between the various REXAMD states. The term “simulation”
refers to a specific setup of REXAMD, and the term “run” refers
to an instance of a simulation. Simulation is also used to identify
the average and standard error computed from multiple runs.

The current replica-exchange framework is a Python program
that launches a modified AMBER8 accelerated molecular
dynamics simulation6 for each replica in between Metropolis
Monte Carlo exchanges (eq 3). The Monte Carlo (MC)
exchanges occur every 1000 molecular dynamics (MD) steps,
and the pairs that attempt exchanges alternate every other MC
period. For example, in a simulation with four states (labeled
s0-s3) the simulation would execute 1000 MD steps, attempt
MC exchanges between the s0-s1 states and the s2-s3 states,
execute 1000 MD steps, attempt a MC exchange between the
s1-s2 states, and repeat. The molecular dynamics simulations
used a 1 fs-1 time step and were coupled to a 300 K Langevin
thermostat with a collision frequency of 10.0 ps-1. The Python
program reset the seed number for the AMBER random number
generator after every MC exchange.

pex(i, j)) { 1 ∆(i, j)e 0
exp[-�∆(i, j)] ∆(i, j) > 0

∆(i, j))∆V(rj,Ri)+∆V(ri,Rj)-∆V(ri,Ri)-
∆V(rj,Rj)(3)

The boosting scheme is identified as a suffix added to the
REXAMD acronym as follows: REXAMDt denotes a boost only
to the torsional potential, and REXAMDtT denotes a dual boost
scheme applied to the torsional and total potentials.10 The “-rw”
suffix indicates the reported results are from the reweighting of
the most accelerated state in a specific simulation. When the
“-rw” suffix is not present, the result is coming from the least
accelerated state, which in this paper is always no acceleration.

In order to separate the effect of acceleration from the effect
of using M replicas, the REXREG control simulations are a
replica-exchange between identical regular dynamics potentials.
Note that this makes the acceptance probability of MC exchange
in eq 3 identically equal to one. The REXREG simulations are
analogous to M independent runs from the same starting point
with different initial velocities and taking an average result from
the M runs.

The replica-exchange efficiency will be monitored based on
two criteria. The first criterion is the average acceptance ratio

of the replica-exchanges over the course of a run and gives a
rough idea of how capable the given replica-exchange scheme
is at mixing replicas. The second criterion is the observed
relative frequency rmsd metric.11 This metric compares the
observed population frequency of the replicas against the
idealized case where each of M replicas spends 1/M of the total
time in any given state of the system. The rmsd metric varies
from zero for the ideal mixing to √M-1⁄M for no mixing. The
observed relative frequency metric is more detailed than the
average acceptance ratio in monitoring the mixing efficiency
of the replica-exchange simulation.

The thermodynamic integration of the model systems was
computed using a linear scaling of an all-atom potential (eq 4).
Gaussian quadrature integration was used to evaluate the
thermodynamic integral from a finite number of 〈dV/dλ〉λ

calculated at specific λ values (eq 5). The Gaussian quadrature
points and weights were taken from the AMBER8 manual.12

Two strategies were used to calculate 〈dV/dλ〉λ at each λ. The
first strategy, reweighted periods, calculated the reweighted
average of each block of 1000 MD steps in between MC
exchanges. These reweighted averages were then averaged
together over a complete run to yield 〈dV/dλ〉λ for a specific λ.
The assumption behind this approach is that the dV/dλ values
sampled during 1 ps give rise to 〈dV/dλ〉λ for a local region of
the conformational space. This strategy becomes exact when
the period is longer than the potential energy correlation time
of the system. The replica exchange will then balance the
occurrence of the local regions. The second strategy, reweighted
run, takes an instantaneous dV/dλ and its corresponding ∆V from
the MD step immediately prior to a MC exchange. These values
are then used to compute a reweighted 〈dV/dλ〉λ for the entire
simulation. This approach virtually guarantees uncorrelated dV/
dλ values at the expense of the number of points being
considered in the average. In both strategies each λ was
simulated ten times with different random seeds and velocities.
An average and standard error for each 〈dV/dλ〉λ is then
determined and combined into the overall ∆G. The average ∆G
is only reported to the first significant digit of the standard error.

V(λ)) (1- λ)V0 + λV1 (4)

∆G)∫0

1
〈dV ⁄ dλ〉λdλ ≈ ∑

i

wi〈dV ⁄ dλ〉 i (5)

Two model systems were studied to validate and benchmark
the REXAMD method. Both model systems are symmetric
alchemical mutations where the product has an identical
structure to the reactant, and thus the ∆G is zero and independent
of the force field. Model system A (MSA) is a gas-phase
alchemical mutation from ethane-to-ethane (Figure 1A). This
system will serve as a positive control to show that REXAMD
can reproduce the results of an ergodic regular molecular
dynamics simulation. The relative simplicity of the system and
the low transition barriers guarantees that the regular molecular
dynamics (REXREG) is able to sample the entire conformational
space in a short time scale. The thermodynamic integration for
MSA uses a 9-point Gaussian quadrature. The MSA REXAMDt
simulations used only two replicas: an unmodified potential and
an accelerated potential with a torsional boost (Ecut of 5.0 kcal
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mol-1, R of 2.0 kcal mol-1). Each run was simulated for 8
million MD steps or the equivalent of 8 ns for an unmodified
potential.

Model System B (MSB) is a highly halogenated butane
(Figure 1B). The initial conformation of the system is in a
different rotameric state for the two λ end points, as seen in the
Newman projections in Figure 1B, and thus requires proper
conformational sampling to yield the correct ∆G. The chlorine
atoms attached to C2 and C3 were added to make the rotameric
sampling more difficult, requiring acceleration to achieve the
correct answer within the current time scale of 20 ns. The dual
boosting scheme was used for this model system in order to
accelerate the large van der Waals interactions experienced in
this system. In order to increase the difficulty of converging to
the correct result, we are only using a 3-point Gaussian
quadrature. The boost parameters for the eight replicas in the
MSB REXAMDtT simulations are shown in Table S-I (Sup-
porting Information) and are labeled from s0 to s7 in terms of
increasing boost.

Results and Discussion
Model System A. In MSA both the REXREG and REX-

AMDt simulations were able to efficiently and exhaustively
explore the conformational space (data not shown), and the
replica mixing was quite efficient (Table 1) within the 8 ns runs.
The exhaustive sampling resulted in converged ∆G values
within the first ns of the REXREG and REXAMDt simulations
(Figure 2). The ∆G results from the entire 8 ns are summarized
in Table 2. Recall that “MSA REXAMDt” refers to results taken
from the nonaccelerated state and “MSA REXAMDt-rw” refers
to the reweighted results of the accelerated state.

The statistical precision can be monitored in terms of the
number of values that were used in computing 〈dV/dλ〉λ. For
example, applying the reweighted run strategy to the REXAMDt
simulation yields a total of 80,000 data points for each 〈dV/
dλ〉λ (ten 8 ns trajectories). This strategy resulted in a ∆G of

0.02 ( 0.02 kcal mol-1. In order to produce the same number
of points when using the reweighted periods strategy we
consider only the first 8 ps of the ten duplicate runs for each λ,
which yields a ∆G of 0.02 ( 0.03 kcal mol-1. Note the

Figure 1. Structure of the model systems (A) and (B). The Dm atoms indicate a dummy atom with no nonbonded interactions.

Table 1. Summary of the Replica-Exchange Efficiency

simulation
acceptance

ratioa
observed relative
frequency rmsd

MSA REXAMDt
(8 ns, 2 states)

39.3 ( 2.2% 0.00565 ( 0.00420

MSB REXAMDtT
(20 ns, 8 states)

40.2 ( 16.0% 0.00827 ( 0.00231

a The average and standard deviation of the acceptance ratios
are from the ten runs and the M states. The average and standard
deviation of the rmsd of the relative occupancy of the M replicas
over the M states, as defined by Abraham et al.,11 are reported.

Figure 2. Block average of the MSA thermodynamic integra-
tion results when using the reweighted periods strategy. The
symbols show the average value of each simulation type, and
the shaded region shows the standard error from the ten
duplicate runs.

Letter J. Chem. Theory Comput., Vol. 4, No. 10, 2008 1567



similarity in both the accuracy and precision of these two results,
indicating that exhaustive sampling occurs below the picosecond
time scale. The slower ∆G convergence of the reweighted run
strategy versus the reweighted periods strategy is due to the
slower rate of data collection for the reweighted run strategy.

The REXAMDt-rw simulations also exhibit high accuracy
and precision (Figure 2 and Table 2). The average boost applied
over the MSA REXAMDt simulations from all of the λ values
was 2.0 ( 0.9 kcal mol-1. The small range of boosts (standard
deviation of 0.9 kcal mol-1) is predicted to have a relatively
small effect on the reweighted precision as predicted by Shen
and Hamelberg.8 The reweighted periods strategy reduces the
effective number of instantaneous dV/dλ values from 80 million
to 16 million for each 〈dV/dλ〉λ, and the REXAMDt-rw
simulations exhibit marginally worse precision than the REX-
AMDt (Table 2). A similar effect is observed in the reweighted
runs strategy (a reduction from 80,000 to approximately 15,000).

Model System B. The 20 ns MSB REXAMDtT simulations
are well mixed (Table 1, Figures S-I and S-II (Supporting
Information)). The regular molecular dynamics (REXREG) was
unable to efficiently sample the conformational space (Figure
S-III in the Supporting Information) and still shows a substan-
tially nonzero ∆G after the 20 ns for both the reweighted periods
and reweighted runs strategies (Table 3). The slow convergence
of the REXREG result can also be seen in the block averaging
of ∆G in Figure 3. In contrast, the REXAMDtT simulations
were able to efficiently sample the conformational space Figure
S-IV in the Supporting Information. The ∆G was consistently
within 0.1 kcal mol-1 of zero after 2.9 and 5.5 ns for the
reweighted periods strategy and the reweighted runs strategy,
respectively.

The reweighting procedure was applied to the state with the
highest degree of acceleration, s7, because this state is the most
independent of the other states in terms of convergence. The
most accelerated state is also expected to have the highest range
of ∆V boost factors and therefore exhibit the largest reweighting
problem.8 This prediction can be seen in the poor accuracy and
precision of the ∆G of reweighted runs for REXAMDtT-rw
(Table 3, Figure 4). The effective numbers of data points for
the s7 states are shown in Table S-I (Supporting Information)
and demonstrate the source of the poor statistics. For example,

the λ of 0.5 simulations had a standard deviation of boost values
of 13 kcal/mol, and only 30 of the 200,000 data points from
the ten duplicate runs contributed to 〈dV/dλ〉λ)0.5.

The reweighted periods strategy for REXAMDtT-rw has at
least one effective point in each 1 ps period and therefore at
least 200,000 data points for each 〈dV/dλ〉λ when the ten
duplicate runs are considered. Compared to the reweighted runs
strategy, the increase of the effective number of points results
in the increase of the accuracy and precision of the computed
∆G by 2 orders of magnitude (Table 3). The effective number
of points is still less than that of REXAMDtT, which has 200
million data points, and the accuracy and precision of REX-

Table 2. ∆G Summary of MSA Thermodynamic Integration
Resultsa

reweighting
strategy REXREG REXAMDt REXAMDt-rw

periods +0.002 ( 0.001 -0.001 ( 0.001 -0.001 ( 0.001
runs -0.04 ( 0.01 +0.02 ( 0.02 -0.01 ( 0.03

a The units are in kcal mol-1. The average and standard error
from ten simulations are reported for each simulation type.

Table 3. ∆G Summary of MSB Thermodynamic Integration
Resultsa

reweighting
strategy REXREG REXAMDtT REXAMDtT-rw

periods +0.12 ( 0.08 +0.04 ( 0.01 +0.08 ( 0.06
runs +0.16 ( 0.07 +0.03 ( 0.04 -9 ( 7

a Units are in kcal mol-1. The average and standard error from
ten simulations are reported for each simulation type. Figure 3. Block average of the MSB thermodynamic integra-

tion results from the reweighted periods strategy. The symbols
show the average value of each simulation type, and the
shaded region shows the standard error for each simulation
type.

Figure 4. Block average of the MSB thermodynamic integra-
tion results from the reweighted runs strategy shown on two
different scales. The symbols show the average value of each
simulation type, and the shaded region shows the standard
error for each simulation type. The top plot shows the
REXAMDtT-rw results on scale and shows how poor
the statistics are after reweighting. The bottom plot shows the
REXAMDtT results on scale and shows how quickly the
REXAMD technique converges to within statistical accuracy.
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AMDtT are still better than those of REXAMDtT-rw when using
the same averaging strategy (Table 3, Figure 3).

Conclusion
The REXAMD method has been shown to efficiently accelerate
conformational sampling while avoiding the statistical reweight-
ing problem inherent in AMD. The REXAMD method was
validated on the simple model system A. In the more complex
model system B the dual boost REXAMD scheme showed
marked improvement over the regular molecular dynamics
approach as well as better statistical accuracy and precision in
comparison to the reweighted results of the accelerated replicas.
We are currently researching the application of this method to
more complicated systems.
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Abstract: A combined parallel tempering (replica exchange) and domain decomposition
approach is presented, which allows for the effective use of large numbers of processor cores
(>256) on modest sized simulations of chemical systems (∼5000 sites). The approach is
implemented in the gbmoldd molecular dynamics program for the simulation of coarse-grained
molecular systems composed of combinations of isotropic and/or anisotropic particles.
Benchmark results are presented for two test systems: a C24 united atom chain and a coarse-
grained system of spherocylinders.

1. Introduction

In recent years, parallel tempering has become a powerful
technique to improve sampling in molecular simulation. It
has already shown to be useful in the simulation of a range
of systems, including improved conformational sampling in
peptides,1,2 proteins,3 and polymers,4,5 studies of phase
transitions in water clusters,6 simulations of lattice models,7,8

and in biased Monte Carlo (MC) for crystal structure
determination.9 A useful review of parallel tempering
methods, with particular reference to many molecular
simulation problems, has been produced recently by Earl and
Deem.10

The key to the success of parallel tempering methods is a
good overlap of the configurational energy between succes-
sive replica systems. Without this, many attempted relica
swaps will be rejected. For many molecular applications, a
useful guide is that approximately 20-25% of moves should
be accepted. This figure can be arrived at by using an iterative
scheme for the optimal allocation of temperatures11 or by
tuning temperature intervals to maximize the mean squared
displacement of a system.12 However, as system size grows,
the ratio of the width of the configurational energy distribu-
tion over the number of particles, N, effectively becomes
more sharply peaked. This is because the width of the energy
distribution increases as �N, but the average energy increases

as N9. This means that as the system size increases, the
number of replicas must grow as �N to keep comparable
sampling over similar temperature ranges.

While replica exchange favors a small system size, parallel
molecular dynamics (MD) simulation favors large systems.
In a typical MD simulation, as the number of sites increases,
the CPU time required for computing the pair interactions
increases more quickly than the communication time required
between processors. However, while parallelization is often
very efficient when N > 50 000, for small systems of a few
thousand particles, communication costs can easily win out.
This is a particularly serious limitation in replicated data
algorithms,13,14 which typically require a global sum (all
reduce) operation to sum and distribute forces over all
processing cores on every time step. However, even for more
efficient domain decomposition strategies,13,14 where com-
munication is limited to a minimum and global sum
operations are avoided, parallelization for a few thousand
particles quickly leads to the algorithm becoming com-
munications bound. Moreover, in a normal domain decom-
position for a few thousand particles, the number of parallel
subdomains physically possible is severely restricted by the
size of the simulation box. While parallelization is not
necesssary for some small systems, increasingly there is a
desire to carry out molecular simulation to observe events
that normally occur rarely (barrier crossing, crystallization,
structural transformations, and transitions). Coupled with the
relative cheapness and high availability of arrays of com-
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modity processors, it would be extremely useful to be able
to apply large parallel compute arrays to study relatively
small systems.

The current work presents a simple simulation approach,
which combines parallel domain decomposition with parallel
tempering methods into a single efficient code, gbmoldd,
which is suitable for the study of small molecular systems
composed of atomistic or coarse-grained potentials. The
combination of r parallel tempering replicas and an efficient
domain decomposition of a small system over Np processors
cores, means that rNp commodity processor cores can be
concentrated on the simulation of a small chemical system.
Typical values of Np ) 8 (2 × 2 × 2 domain decomposition)
and r ) 32, which are often appropriate for a few thousand
sites, already provide for the possibility of using 256
processors efficiently. For systems where domain decom-
position can be extended to a 4 × 4 × 4 box, it is already
possible to exceed the number of processors which are
available on all but the most specialist parallel machines.

2. Computational Method

The program gbmoldd has been designed as a simulation
code to be used primarily for coarse-grained simulations
containing mixtures of anisotropic and isotropic coarse-
grained sites within molecular systems, e.g. in liquid crystal-
line and/or macromolecular systems,15-17 but it can also be
used for modeling of atomistic systems based on Lennard-
Jones sites. Message passing in gbmoldd is implemented
with the message passing interface (MPI) communications
protocol. The basic processor arrangement for the algorithm
is shown in Figure 1. At the start of the molecular dynamics
run, Nt identical copies of the program are started on Nt

identical CPU cores using a MIMD parallel approach.18 Here,
for a system of r replicas, Nt ) r × Np ) r × Npx × Npy ×
Npz, and an initial domain decomposition over Np processor
cores is made for x, y, and z spatial directions. In practice,
the processor cores are grouped into groups of size Np (ideally
a group of processors should be physical neighbors with the
fastest available interconnects available between group
members) and the processor map is distributed to each
processor in turn. All MPI communication within the
processor group of each replica takes place in the context of
MPI intracommunicators; the exchange of information
between replicas is facilitated with MPI intercommunicators.

An outline of the algorithm used in this work is shown in
Figure 2. The main part of the algorithm is dominated by a
domain decomposition approach carried out for each replica
in parallel. This makes use of a division of each replica
domain into subdomains, and each subdomain into cells
which are equal to (or slightly larger than) the short-range
cutoff. Particles are initially sorted into the subdomains, and
a single CPU core is responsible for the coordinates,
velocities, orientations, and orientational derivatives of the
particles within its subdomain. This has the usual advantage
that adjacent processors only require information about
particles in their own subdomain and in cells on the boundary
with adjacent nodes. In domain decomposition, there are two
main choices of how to carry out the core message
passing.14,19 An initial communication of the subdomain

coordinates can be carried out, with message passing for the
positive and negative directions executed at the same time
(which is particularly useful in cases where processors have

Figure 1. Schematic diagram showing the domain decom-
position approach used in this work. MC parallel tempering
moves take place between separate parallel systems as
indicated by the solid arrows on the left of the diagram. Each
separate replica system uses a domain decomposition ap-
proach. The shaded arrows between domains correspond to
data transfers, which in this case involve a transfer of
ensemble averages (rather than coordinates) from each
domain.

Figure 2. Flowchart diagram showing the structure of the
combined parallel tempering-domain decomposition program
gbmoldd.
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more than one network connection). Then if force calcula-
tions are carried out separately on each node, there is no
need to carry out message passing for the forces (as shown
in Figure 2). This leads to some duplication of the force
calculation for particles in the boundary subdomains but helps
reduce communication costs.14,19 The alternative involves
passing coordinate information for the boundary subdomains,
in one direction only, prior to the force calculation, and then
passing the force information back in the opposite direction.
This approach avoids the duplication of force calculations
for boundary particles but involves slightly more message
passing. For gbmoldd, we adopt the former approach (Figure
2) to reduce communication, because anisotropic particles
already involve additional communication costs associated
with the transfer of particle orientations as well as positions.

Although different cutoffs can be used for different types
of interaction sites, in gbmoldd, the subdomains are always
set up to correspond to the largest cutoff in the system
(usually between two anisotropic particles) to avoid multiple
layers of message passing for different types of sites. For
molecular systems involving multiple bonded sites, for the
force decomposition to be successful, all 1-2, 1-3, and 1-4
based potentials must have a maximum interaction distance,
which is less than or equal to the width of a subdomain.
This is always the case for atomistic systems but is usually
also the case for most coarse-grained systems. Within the
simple (nonreallocation) force scheme described above, when
atoms taking place in bonded potentials are split across
subdomains, the potential is evaluated in each subdomain
separately to obtain the correct forces but the energy is only
counted once. This tends to be a very minor cost in terms of
total CPU time.

The rest of the molecular dynamics algorithm follows a
conventional domain decomposition strategy. For anisotropic
particles, we use an anisotropic form of the Velocity Verlet
algorithm20,21 (an alternative anisotropic leapfrog algorithm
is also available). For anisotropic particles, the simulation
keeps track of the position vectors, r(t), orientations, e(t),
velocities, v(t), and orientational derivatives, u(t), and the
total kinetic energy is given by

K)∑
i)1

N miVi
2

2
+∑

i)1

N Iiui
2

2

for masses, mi, and moments of inertia, Ii. The integrator
used forces, f(t), and gorques, g(t), and integration uses the
following steps, which make use of a variable, � (with η̇ )
�), to control the thermostat and are executed in parallel
making use of a central difference Stoermer-Verlet integra-
tor22 (NB: it is also possible to carry out the integration in
other ensembles but the best results for replica exchange are
obtained for constant NVT):

1. Evaluate f(t), g(t), and virial.
2. Advance v(t) and u(t) by a half-step time-step.
3. Evaluate kinetic energy, K.
4. Advance r(t), v(t), �(t), and η(t) by a time-step (using

half-step quantities from above).
5. Reallocation (see below).
6. Advance v(t) and u(t) by a second half-step time-step.

At the end of the positions/orientations integration step,

particles which leave a subdomain are reallocated to neigh-
boring processors. As usual in domain decomposition, both
the initial coordinate pass (prior to the force calculation) and
the particle reallocation have to take place by passing in the
x, y, and then z directions in turn, with a coordinate sort in
between to ensure that nodes connected via edges or vertices
(as well as faces) are able to interchange particles.19

At the end of Nsteps molecular dynamics steps, the system
attempts to undertake a “parallel tempering swap”. Here, a
swap between two replicas i and j is accepted with the
probability

min{1, exp[+(�i - �j)(Ui -Uj)]}

where Ui and Uj are the potential energies of each separate
replica. In practice, this also involves a scaling of the
velocities to ensure that the average kinetic energy obeys
equipartition.23

As with the communications in domain decompostion,
there are two alternative approaches for communications in
replica exchange (Figure 3). Coordinates can be swapped
between replicas or the ensemble conditions of the replica
can be swapped. The former involves a coordinate swap for
each accepted move, the latter involves a swap of ensemble
information, i.e. in the case of temperature parallel tempering,
a swap of the temperatures between replicas takes place. To
avoid swapping coordinates, we have implemented the latter.
The advantage of doing this is that the communication costs
are greatly reduced by avoiding coordinate swaps. However,
additional care must be taken in computing thermodynamic
averages and other simulation output data. Unlike a normal
simulation (and unlike the situation where coordinate swap-
ping takes place), these can not be computed directly by each
processor separately and written at the end of the simulation
because the average must be made over the individual
ensembles. Each replica therefore has to swap any thermo-
dynamic (or other) averages being calculated during the
simulation run, at the same time as the temperature is

Figure 3. Schematic diagram showing replica exchange
approaches. (a) Traditional approach. Coordinates are ex-
changed between replicas with each processor handling a
single temperature with the color coding indicating the “time
evolution” of individual coordinate sets. (b) Approach used in
this work. Temperatures are exchanged between processors
with the color coding indicating the path of temperatures
through the processors; ensemble averages must be calcu-
lated over individual temperatures by data exchange.
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swapped. To do this efficiently, each subdomain within a
replica needs to swap information with its corresponding
subdomain in the other replica. This pairwise swap can occur
simultaneously across all swapping domains (Figure 1) using
a single send and receive operation on each processor
involved in a swap. In cases where simulation data (e.g.,
coordinates and velocities for postprocessing) are written to
files, care must also be taken to ensure that the correct
coordinate data belonging to a single temperature is used.
In practice, this can be carried out most efficiently in a
postprocessing step. Each separate CPU simply writes its
own coordinate/velocity data independently to a separate file,
with each set tagged by simulation step and temperature flag.
Postprocessing information, such as the velocity autocorre-
lation for each temperature, is then calculated by a single
program, which sorts the multiple data files combining data
from different domains belonging to the same temperature.

It should be noted that it is also possible to swap the
potential used for molecular dynamics within this approach
(Hamiltonian replica exchange).24 Doing so allows for
potential softening approaches, whereby one can soften
selected parts of the Hamiltonian. Here, each parallel copy
of the program running on each processor core contains an
alternative set of potentials. Message passing simply involves
the transfer of an integer flag to swap which potential is used
within each replica. As with temperature parallel tempering,
the running averages are swapped at the same time as the
replicas, and the data within files saved for postprocessing
are identified by the time-step and an unique integer tag for
each of the potentials.

3. Simulations

Calculations for this work are based on two models: a united
atom n-tetracosane (C24) system simulated in the constant
NVT ensemble, at a density of 776.2 kg m-3 using using
the Trappe force field25 and a 1 fs time-step and a (L/D )
5) soft repulsive spherocylinder model (corresponding to a
cut-and-shifted 12:6 potential for the minimum distance of
two line-segments26,27). The latter was simulated in reduced
units in the NVT ensemble, with D ) σ ) ε ) 1, using a
reduced density of F/ ) Nσ3/V, a reduced temperature of T/

) kT/ε ) 1, and the methodology described by Earl et al.26

Parallel tempering Monte Carlo moves were attempted every
200 time-steps. For the purposes of benchmarks, coordinate
data was saved every 10 000 time-steps (corresponding to
10 ps for the united atom model), which is typical of that
required for many molecular or coarse-grained simulations.
The algorithm was tested on two parallel cluster systems.
The CLX system at the CINECA supercomputer center in
Italy is based around 512 2-way IBM X335 nodes (Xeon
Pentium IV at 3.06 GHz) with Myrinet interconnects, while
the newer BCX system used the next generation of cluster
technology with Opteron Dual Core 2.6 GHz processors and
Infiniband (5 Gb s-1) interconnects for each two (dual-core)
processor node.

4. Results and Discussion

Figure 4 shows the typical parallel scaling behavior of a
domain decomposition program. We show two systems, a
small system of 216 n-tetracosane molecules (5184 sites)
and a larger system of 64 000 soft repulsive spherocylinders.
The scaling shown is extremely system size dependent as
expected. The maximum speed for the small united atom
system is achieved for a 3 × 3 × 3 domain decomposition
on the BCX system, and thereafter, addition of parallel cores
leads to a degredation in performance. It is interesting to
note that changing to the next generation of parallel cluster
(BCX instead of CLX) does not help the scaling signifcantly
(in fact parallel scaling is slightly worse). This is because
for the Lennard-Jones united atom system used, the CPU
time required per step is rather small. So although parallel
communications are improved in going from Myrinet to
Infiniband, this is more than compensated by the increases
in processor speed for the newer system. As with many
molecular dynamics models of this size, eight cores provides
a good balance between speedup, CPU cost, and performance
and provide an absolute speedup on the BCX system by a
factor of 5.3× compared to a single processor. Clearly with
more expensive potentials, or if long-range electrostatic
forces, etc. were included, increasing the ratio of computa-
tion/communication leads to even better scaling.

Figure 4. (a) Timings for a system of 216 n-tetracosane
molecules (5184 united atom sites) on the CINECA CLX
(dotted line) and BCX (bold line) clusters as a function of the
number of CPU cores. (b) Timings for 64 000 spherocylinder
sites on the BCX cluster.
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As expected, an increased computation/comunication ratio
is reflected in the better parallel scaling seen for the 64 000
site spherocylinder system (bottom of Figure 4), which shows
increases in performance up to 216 processors (a 6 × 6 × 6
domain decomposition). For this system, the relative costs
of computation, commmunications, and input/output (I/O)
are shown in Figure 5. As the processor number increases,
the percentage of time spent in computation drops signifi-
cantly. Interestingly, at very large numbers of processors,
the I/O starts to become a significant cost. Although I/O is
carried out in parallel for gbmoldd, the problems of many
processor cores writing to the same filesystem in parallel is
clearly seen. At 125 cores, I/O is becoming a major
contribution to the total time required for a run. Alongside
communication and I/O costs, the effects of some force
duplication for boundary atoms, imperfect load balancing
due to density fluctuations, and additional sorting all limit
parallel scaling (a full discussion of these features is given
in the recent work of Hess et al.).28

In contrast to domain decomposition, the parallel temper-
ing communication costs are extremely small. In Figure 6,
we show the CPU time per replica for 1 × 1 × 1, 2 × 2 ×
2, and 3 × 3 × 3 domain decompositions of the (5184 atom
site) n-tetracosane system. The time per replica is virtually
unchanged as the number of replica systems grow in each

case. In the algorithm presented above, this is helped by
avoiding coordinate swaps. The swapping of ensemble
information (temperatures and averages) can be achieved by
overlapping communications between a set of processor cores
within a replica and the corresponding cores in the neighbor-
ing replica. Even for processor numbers of over 256, there
is only a very small increase in CPU time, caused principally
by parallel I/O degredation.

The real benefits of parallel tempering combined with
domain decomposition become apparent in equilibrating
molecular systems with slow relaxation times at a range of
temperatures. In Figure 7, we compare the slow decay of
the time correlation function of the molecular end-to-end
vector in the C24 system, defined by

Cr(t)) 〈 (r1(0)- r24(0))·(r1(t)- r24(t))

|r1(0)- r24(0)||r1(t)- r24(t)| 〉
The decay of this function is influenced by both internal
conformational changes and (to a lesser extent) by molecular
rotation. However, for chain molecules, the decay of Cr(t)
is rather slow as illustrated in the figure. In fact, for longer
(polymer) chains, the decay of Cr(t) becomes particularly
slow. This occurs for chain lengths greater than the entangle-
ment length of the polymer. Here, reptation becomes the
dominant mechanism for a polymer chain to relax. This
provides a major limitation in the use of MD simulation to
equilibrate polymer melts. The plots in Figure 7 result from
starting each simulation (including each replica) from the
same configuration. Here, for the parallel tempering simula-
tions, 32 replicas are used to span the temperature range of
343.13-735.66 K. For both temperatures plotted in Figure
7 (and also all temperatures in the PT simulation), parallel
tempering is seen to improve the decay of Cr(t) by facilitating
the movement of the system through phase space.

The results of this paper suggest that parallel tempering
(replica exchange MD) and domain decomposition combine
well together within a single molecular dynamics code. As
a consequence, it becomes cost-effective to use a relatively
small number of processors in an efficient domain decom-
position and to then add a further level of parallelization

Figure 5. (a) Breakdown of total processing time in terms of
computation, I/O, and communication for 64 000 spherocyl-
inder sites on the BCX cluster.

Figure 6. CPU time per replica showing almost perfect
scaling for a 1 × 1 × 1 (bold line), 2 × 2 × 2 (dashed line),
and 3 × 3 × 3 domain decomposition (dotted line) for 216
n-tetracosane molecules.

Figure 7. Time correlation function, Cr(t), for the normalized
molecular end-to-end vector calculated for C24 united atom
chains in the liquid phase. Results are shown for two
temperatures from conventional molecular dynamics simula-
tions (bold black lines) superimposed on the results from
parallel tempering (red and green lines). The latter are taken
from a simulation with 32 replicas with each replica started
from the same initial coordinates.
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through replica exchange to improve sampling of phase
space. In this way, large parallel clusters may be applied to
a single small system problem. While domain decompostion
is limited for a small number of particles (both in efficiency
and in the physical limits imposed by the number of domains
used), replica exchange is most efficient with relatively small
systems, because the distribution of energy states in a smaller
system allows for larger pertubations of the temperature or
the potential between replicas.

Finally, it is worth noting that the approach adopted in
this work is particularly useful for many of today’s com-
modity clusters. Typical commodity systems can have two
quad-core processors sharing RAM on a single board. Here,
it becomes very cost-effective to use the fast shared memory
communications for the communication intensive domain
decomposition within a single replica and use slower off-
board communications (gigabit ethernet, Myrinet, or Infini-
band) for the less communications bound parallel tempering.

5. Conclusions

A combined domain decomposition-parallel tempering
algorithm is described and implemented for the coarse-
grained molecular simulation program gbmoldd. Results are
presented for benchmarks on two systems: a C24 united atom
alkane and a coarse-grained spherocylinder system. It is
shown that this combined approach allows for very large
number of processors (>256) to be applied efficiently to a
relatively small system (∼5000 sites) with minimal com-
munication costs.
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Abstract: Low-coordinate architectures sustain unusual chemistry for middle and late transition
metals, of which imido complexes are an excellent example. Recent DFT studies have uncovered
a number of unusual features in the bonding in trigonal-planar and pseudotetrahedral imido
complexes. Herein, we have extended these studies to a unique, distorted square-planar iron-
imido complex with a pincer-type pyridine-2,6-diimine (PDI) supporting ligand. DFT calculations
indicate that the iron center in the formally Fe(II) complex Fe(PDI)(NPh) is better described as
intermediate-spin Fe(III), antiferromagnetically coupled to a b2-symmetry PDI π-anion radical.
A comparative analysis of the major classes of low-coordinate imido complexes has uncovered
a certain similarity between Fe(PDI)(NPh) and a trigonal-planar Fe(III)-nacnac-imido complex.
Both ligand architectures afford a total of four energetically accessible d orbitals, resulting in
intermediate-spin Fe(III) centers.

Introduction

Middle and late transition metal-imido complexes have
remained rather elusive until quite recently. Undoubtedly,
the strong metal(dπ)-Nimido(pπ) antibonding interactions that
many such complexes would entail have stood in the way
of their synthesis and characterization. The use of low-
coordinate architectures, however, has recently led to the
synthesis of a number of trigonal-planar and pseudotetrahe-
dral iron-,1,2 cobalt-,3,4 and nickel-5 imido complexes. The
bonding in these complexes has unusual features, which we
have analyzed with density functional theory calculations in
the course of a number of papers.6-8 One middle transition
metal-imido complex that has so far escaped a quantum
chemical analysis is an iron-imido complex with a pincer-
type pyridine-2,6-diimine (PDI) supporting ligand.9 We
undertook a theoretical study of this complex, not only on
account of its distorted square-planar geometry, which is
unique for an iron-imido complex, but also to examine the

proposal that this formally FeII-imido species is better
described as an FeIII-imido PDI•- radical.9 Our goal, first
and foremost, was to arrive at a qualitative molecular orbital
description for this complex. Accordingly, we adopted a spin-
unrestricted (broken-symmetry) density functional theory
(DFT) approach in this study, even though some might have
preferred considerably more demanding multiconfigurational
ab initio methods (such as the popular CASPT2 method)
for this problem.10,11 DFT has been extensively and suc-
cessfully applied to a variety of noninnocent12,13 ligands (and
metalloradicals), and we will see that our calculations nicely
confirm the Fe(III) PDI-anion-radical description proposed
by the experimentalists.

Methods

In general, all calculations used the OLYP14,15 generalized
gradient approximation (GGA), triple-� plus polarization
Slater-type orbital basis sets, and a fine mesh for numerical
integration of the matrix elements, all as implemented in the
ADF2006 program system.16 The choice of OLYP as the
default functional is based on a number of recent studies
from our laboratory, where OLYP proved to be one of the
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better functionals for transition metal systems.6-8 Most
calculations were also repeated with other functionals,
including PW91,17 BP86,18 BLYP,19,15 PBE,20 B3LYP,21,15

and B3LYP*.22,15

The experimentally characterized iron-imido complex that
we sought to model is based on the iPrPDI () 2,6-iPr2C6H3-
NdCMe)2C5H3N) ligand.9 In our calculations, we chose a
simpler version of the ligand, viz. PDI (dPhNdCMe)2-
C5H3N). In the same spirit, we chose the simple phenylimido
ligand as the fourth ligand, whereas a more sterically
hindered arylimido ligand was employed experimentally.
Although the experimentally studied complex exhibits a bent
Fe-Nimido-CAr angle, our calculations showed that deforma-
tion of this angle is exceedingly soft, as shown in Figure 1.

Much of our analysis of the Fe(PDI)(NPh) model complex
is therefore based on a C2V geometry. In general, we found
that the NPh group prefers to orient itself perpendicular to
the plane of the pyridine group.

Finally, to better appreciate the neutral Fe(PDI)(NPh)
complex, we have also studied the low-lying electronic states
of the [Fe(PDI)(NPh)]+ cation.

Results

(a). Basic Electronic-Structural Description of Ground-
State Fe(PDI)(NPh). Figure 2 depicts selected OLYP/TZP
results for Fe(PDI)(NPh), optimized under a C2V symmetry
constraint. The bond distances to iron in the S ) 1 optimized

Figure 1. Potential energy of Fe(PDI)(NPh) as a function of out-of-plane bending of the Fe-N-CPh angle.

Figure 2. Ground-state (MS ) 1) OLYP/TZP results of Fe(PDI)(NPh) (C2v). The diagrams to the left depict bond distances (Å,
in black), Mulliken spin populations (magenta), and charges (green). Spin density plots are shown to the right (majority spin in
cyan, minority spin in magenta). Color code for atoms: C (black), H (ivory), N (cyan), and Fe (pink).
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structure of Fe(PDI)(NPh) (Figure 2) agree quite well with
experiment:9 Fe-Nimido 1.725 Å (expt. avg. 1.711 Å),
Fe-Npyridine 1.863 Å (expt. avg. 1.856 Å), and Fe-Nimino

1.971 Å (expt. avg. 2.0224 Å). A major difference between
the optimized C2V structure and that observed experimentally
is that the imido linkage in the latter is strongly bent out of
the PDI plane. However, as mentioned above, a potential
energy curve as a function of out-of-plane Fe-Nimido-C
bending (under a Cs symmetry constraint) revealed an
exceedingly flat potential; hence the use of a C2V constraint
appeared both convenient and justifiable.

The ground-state OLYP spin density profile of Fe(P-
DI)(NPh) shown in Figure 2 is of considerable interest. The
majority spin density, largely localized on the FedNPh
moiety, adds up to about 3 electrons; the minority spin
density is localized largely on the PDI ligand and adds up
to about 1 electron. In other words, the PDI ligand appears
to be noninnocent, and the complex, overall, appears to be
describable as an S ) 3/2 Fe(III) PDI•- anion radical. (Of
course, broken-symmetry solutions such as this one do not
correspond to a specific spin state or S but rather only to
MS ) 1. However, the solution is predominantly S ) 1, and,
accordingly, the spin density profile indicated in Figure 2 is

certainly a qualitative approximation to the true triplet spin
density.) Figure 3 depicts the same (i.e., MS ) 1) spin density
profile, obtained with three additional functionals. Observe
that the classic pure functional PW91 provides a more
covalent spin density relative to OLYP; i.e. there is less
spatial separation of majority and minority spin density with
PW91. The hybrid functional B3LYP behaves oppositely,
producing the largest separation of majority and minority
spin densities. In contrast, B3LYP*, which has a reduced
amount of Hartree-Fock exchange (15%) relative to B3LYP
(20%), yields a more or less OLYP-like spin density profile.
The <S2> value (ideally 2.0) obtained with the different
functionals may be correlated with these findings: PW91
2.137, OLYP 2.345, B3LYP* 2.534, and B3LYP 2.655.

To place the above results in context, we also carried out
OLYP/TZP calculations on Fe(PDI)(O) and Fe(PDI)Cl2;
highlights of the results are shown in Figure 4. Not
surprisingly, the spin density profile of the S ) 1 ferryl
species is rather similar to that described above for Fe(P-
DI)(NPh), implicating a similar S ) 3/2 Fe(III) PDI•-

electronic description. In contrast, Fe(PDI)Cl2 exhibits an S
) 2 high-spin Fe(II) ground state, as found for a similar

Figure 3. Mulliken spin populations and spin density plots (majority spin in cyan, minority spin in magenta) for the S ) 1
ground-state of Fe(PDI)(NPh) for different functionals. Color code for atoms: same as in Figure 2.
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complex in the literature, although it too exhibits small
amounts of minority spin density based on the PDI.23

An examination of the Kohn-Sham orbitals of Fe(P-
DI)(NPh), as shown in Figure 5, now allows a more detailed
description of its electronic configuration. Aligning the Fe-
NPh vector along the z axis and the mean plane of the PDI
ligand along the xz plane, we may describe the symmetries
of the five d orbitals as follows:

a1 : dy2
(a1-2), dx2-z2(a1-1)

a2: dxy

b1: dxz(also describable as πxz*)

b2: dyz(also describable as πyz*)

The electronic configuration of the iron center may now
be described as (dxy)2(dy2)1(πxz*)1(πyz*)1. However, an
examination of the b2 minority-spin HOMO, which has some
dyz character, indicates that it is primarily a PDI-based MO.
Thus, the MO energy level diagram shown in Figure 5
provides a rather straightforward confirmation of the S )
3/2 Fe(III) PDI•- electronic description alluded to above.
Simple group-theoretic arguments now indicate that the
electronic ground state of Fe(PDI)(NPh) is 3B1, where the
b1 irrep is symmetric with respect to reflection across the
PDI plane.

(b) Spin-State Energetics. For DFT calculations on
transition metal compounds, the question of relative energet-
ics of different spin states is a significant one. Exploiting
C2V symmetry of Fe(PDI)(NPh), we have been able to
optimize a number of different occupations as well as cationic
states. Table 1 lists the relative energetics of the various
charge-neutral states of Fe(PDI)(NPh) for different func-
tionals, while Figure 6 depicts selected geometry parameters,
Mulliken charges, spin populations, and spin density plots.

All the functionals yield the same S ) 1 ground state. An
open-shell singlet low-spin (dxy)2(dy2)2(πyz*)1 Fe(III) state
with an antiferromagnetically coupled b2 PDI•- radical is
over an eV higher in energy, regardless of the functional. In
contrast, a closed-shell singlet (dxy)2(dy2)2(πyz*)2 “Fe(II)” state
is significantly lower in energy, about 0.3-0.6 eV for pure
functionals and about 1 eV for hybrid functionals.

All the functionals also predict a fairly low-energy quintet
state, at about half an eV above the ground state; this state
is best described as intermediate-spin (dxy)2(dy2)1(πxz*)1-
(πyz*)1 Fe(III) ferromagnetically coupled to a b2 PDI•-

radical. With a spin population of 2.222 (as shown in Figure
6), the iron center is clearly not high-spin, i.e. not S ) 5/2
Fe(III).

Figure 4. OLYP/TZP results for the lowest-energy states of Fe(PDI)(O) (C2v) and Fe(PDI)Cl2 (C2v). The diagrams at the top
depict bond distances (Å, in black), Mulliken spin populations (magenta), and charges (green). Spin density plots are shown in
the lower row (majority spin in cyan, minority spin in magenta). Color code for atoms: same as in Figure 2, O (red) and Cl
(yellow).
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For the septet state, involving a high-spin Fe(III) center
ferromagnetically coupled to a b2 PDI•- radical, the energy
is strongly functional-dependent. Thus, whereas with pure
functionals the energy hovers in the range 1.1 ( 0.3 eV,
B3LYP predicts an energy of only 0.33 eV relative to the
ground state. As elsewhere, B3LYP* (with a reduced amount
of Hartree-Fock exchange, 15%, relative to B3LYP) yields
an intermediate energy of about 0.6 eV.24

Recently, Chirik and co-workers have reported detailed
spectroscopic and theoretical studies of reduced Fe(PDI)
complexes, including many with neutral ligands. Theory and
experiment concur that a number of these species contain
PDI••2- dianion-diradical ligands.23 However, such an elec-

tronic-structural description does not appear to be relevant
for the species examined in this study.

(c) The [Fe(PDI)(NPh)]+ Cation. We have briefly studied
the [Fe(PDI)(NPh)]+ cation with OLYP/TZP optimizations
of the lowest S ) 1/2, 3/2, and 5/2 states, in case it is
generated and characterized in the future. Unfortunately, the
calculations do not afford a reliable energy ordering of the
three states. The doublet and the quartet are approximately
equienergetic, whereas the sextet is several tenths of an
electronvolt higher in energy. These relative energies could
be easily upset with other functionals as well as with more
accurate quantum chemical methods such as CASPT2. Figure
7 presents selected results for the [Fe(PDI)(NPh)]+ cation.

Figure 5. OLYP/TZP MO energy level diagram for the S ) 1 ground state of Fe(PDI)(NPh). Note that whereas the R-spin b2

HOMO has 64% Fe)NPh character and only 36% PDI character, a reverse situation applies for the �-spin b2 HOMO (shown
in the blue box), which is overwhelmingly (80%) PDI-based. Metal d-based occupied MOs are indicated in blue, occupied ligand-
based MOs in maroon, and unoccupied MOs in red.
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The cationic S ) 3/2 state is best described as an intermedi-
ate-spin Fe(III) state with a (dxy)2(dy2)1(πxz*)1(πyz*)1 configu-
ration, just like the ground-state neutral species (see above).
(In other words, the b2 π-radical electron has been lost.)
Occupancy of both π* orbitals results in a substantial spin
density on the imido nitrogen, exactly as in the case of the
ground-state neutral. In contrast, the cationic S ) 1/2 state is
best described as a (dxy)2(dy2)1(πyz*)1 Fe(IV) center antiferro-

magnetically coupled to a b2 PDI•- anion radical. The low
energy of this state once again demonstrates the strong tendency
of the Fe-imido unit to adopt a higher oxidation state and that
of the PDI ligand to become an anion radical.

Discussion

Armed with a basic description of the electronic structure
of the complex of interest in this study, we can now attempt

Figure 6. OLYP/TZP results for the selected excited states of Fe(PDI)(NPh), optimized under a C2v symmetry constraint.
The diagrams to the left depict bond distances (Å, in black), Mulliken spin populations (magenta), and charges (green).
Spin density plots are shown to the right (majority spin in cyan, minority spin in magenta). Color code for atoms: same as
in Figure 2.
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to contextualize it vis-à-vis recent findings on low-coordinate
middle and late transition metal-imido complexes. The
optimized Fe-Nimido distance of 1.725 Å is similar to that
we calculated for a three-coordinate FeIII(nacnac)(NPh)
model complex7 (the Fe-Nimido distances for the relevant
experimentally studied complexes are also similar). The
similarity is not unexpected, given that both species feature
intermediate-spin FeIII-imido units, with a single
Fe(dπ)-Nimido(pπ) antibonding interaction. In contrast, low-
spin (S ) 1/2) tris(phosphine)-supported FeIII-imido com-
plexes exhibit shorter Fe-N distances of about 1.65 Å,
consistent with the lack of any Fe(dπ)-Nimido(pπ) antibonding
interactions.1,6

A recurring theme in the low-coordinate imido literature
seems to be that many of the complexes are low- or
intermediate-spin, rather than high-spin.1,6-8 In other words,
the d electrons tend to avoid MOs with Fe(dπ)-Nimido(pπ)
antibonding interactions.25 One feature of many low-

coordinate complexes that helps in this is that typically there
is no ligand trans to the imido ligand, which results in a
dramatic lowering of the energy of the dz2-like orbital, i.e.
the dσ orbital pointing directly at the imido group. Thus,
despite its formal σ-antibonding designation, this orbital often
provides a remarkably low-energy “home” for one or two
electrons, which would otherwise be forced to occupy high-
energy π* MOs.

Clearly, the above bonding paradigm does not hold for
Fe(PDI)(NPh). As shown in Figure 5 and re-emphasized
in Figure 8, the Fe dσ-based orbital that points directly
toward the imido group-the dx2-z2-based a1-1 MO-is not
a low-energy orbital but a high-energy, unoccupied MO.
As may be seen from Figure 5, this is the orbital in a
typical square-planar complex that is destabilized by four
relatively head-on σ-antibonding interactions involving the
four ligands. Note from Figure 8, however, that except
for this one orbital, the d orbital ordering in Fe(PDI)(NPh)

Figure 7. OLYP/TZP results for the lowest-energy S ) 1/2 and 3/2 states of [Fe(PDI)(NPh)]+ (C2v). The diagrams at the top
depict bond distances (Å, in black), Mulliken spin populations (magenta), and charges (green). Spin density plots are shown
below (majority spin in cyan, minority spin in magenta). Color code for atoms: same as in Figure 2.
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is identical to that in FeIII(nacnac)(NPh),2 a molecule
whose metal d-based MOs are topologically quite similar
to those of Fe(PDI)(NPh).7

Another key distinction between the MO energy levels
of the two complexes involves the “in-plane” Fe(dxz)-
Nimido(px) π-antibonding MO (b1). In the case of trigonal-
planar FeIII(nacnac)(NPh), this MO is additionally desta-
bilized by σ-antibonding interactions with the nacnac

nitrogens and is therefore unoccupied. By contrast, no
analogous σ-antibonding interaction with the PDI ligand
is expected (or found) for either of the Fe-Nimido π* MOs
of square-planar Fe(PDI)(NPh). Thus, both these π* MOs
are singly occupied for Fe(PDI)(NPh), whereas only one
such MO is (singly) occupied for FeIII(nacnac)(NPh). This
distinction translates into a significant difference vis-à-
vis the spin density profiles of the two complexes: in

Figure 8. A comparison of the OLYP Kohn-Sham metal d-based MO energy levels of Fe(PDI)(NPh) (C2v, S ) 1, right)
with FeIII(nacnac)(NPh) (C2v, S ) 3/2, left). Metal d-based occupied MOs are indicated in blue, occupied ligand-based
MOs in maroon, and unoccupied MOs in red.

Table 1. Relative Energies (eV) of Different Spin States of Fe(PDI)(NPh), Optimized under a C2v Symmetry Constrainta

state occupation PW91 BP86 BLYP OLYP PBE B3LYP B3LYP*

S ) 1 A1 51//50 0.00 0.00 0.00 0.00 0.00 0.00 0.00
A2 13//13
B1 34//33
B2 23//23

S ) 0, A1 51//50 1.18 1.18 1.14 1.27 1.18 1.08 1.12
open-shell A2 13//13

B1 33//33
B2 23//24

S ) 0, A1 51//51 0.32 0.31 3.12 0.49 0.29 1.10 0.85
spin- A2 13//13
restricted B1 33//33

B2 23//23
S ) 2 A1 51//50 0.72 0.69 0.67 0.61 0.69 0.46 0.52

A2 13//13
B1 34//33
B2 24//22

S ) 3 A1 52//50 1.39 1.32 1.26 0.80 1.34 0.33 0.59
A2 13//12
B1 34//33
B2 24//22

a The S ) 1 state has been chosen as the energy zero level.
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essence, the former exhibits a much higher Nimido spin
population (0.51, see Figure 2) than the latter (0.13).7

Despite the above differences, there are intriguing similarities
between the PDI and nacnac complexes. Both architectures
result in a single energetically inaccessible d orbital, viz. the
a1-1 orbital in the case of Fe(PDI)(NPh) and the (above-
mentioned) b1 orbital for the nacnac complex. Both complexes
thus afford four energetically accessible d orbitals, resulting in
intermediate-spin Fe(III) centers.

Conclusions

In conclusion, the iron center in the formally Fe(II)
complex Fe(PDI)(NPh) is better described as intermediate-
spin Fe(III), antiferromagnetically coupled to a b2-
symmetry PDI π-anion radical. With this study completed,
we now have a basic theoretical survey of the major
known classes of low-coordinate transition metal imido
complexes. Intriguing similarities and differences have
emerged between the orbital structure of Fe(PDI)(NPh)
and that of a trigonal-planar Fe(III)-nacnac-imido complex.
Despite key differences, both architectures, it turns out,
afford a total of four energetically accessible d orbitals,
thereby engendering intermediate-spin Fe(III) centers.
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Abstract: A new, efficient parallel algorithm is presented for the most expensive step in coupled
cluster singles and doubles (CCSD) energy calculations, the external exchange operator (EEO).
The new implementation requires much less input/output than our previous algorithm and takes
better advantage of integral screening. It is formulated as a series of matrix multiplications.
Both the atomic orbital integrals and the corresponding CC coefficients are broken up into smaller
blocks to diminish the memory requirement. Integrals are presorted to make their sparsity pattern
more regular. This allows the simultaneous use of two normally conflicting techniques for
speeding up the CCSD procedure: the use of highly efficient dense matrix multiplication routines
and the efficient utilization of sparsity. We also describe an efficient parallel implementation of
the perturbative triples correction to CCSD and related methods. Using the Array Files tool for
distributed filesystems, parallelization is straightforward and does not compromise efficiency.
Representative timings are shown for calculations with 282-1528 atomic orbitals, 68-228
correlated electrons, and various symmetries, C1 to C2h.

1. Introduction

Since their initial implementations in the late 1970s,1-3

coupled cluster (CC) methods4,5 have became one of the most
successful tools of quantum chemistry. Although the CC
equations are more complicated than the configuration
interaction (CI) equations, the benefits they offer over CI
methods are significant. In particular CC methods are size
consistent (size extensive). This is very important when
calculating interaction energies, particularly for weak interac-
tions, or reaction enthalpies. The CC method with single and
double substitutions (CCSD) still has significant residual
errors. However, when triple substitutions are included
perturbatively,6-8 the accuracy of CC becomes almost
quantitative, provided that large basis sets are used and the
wave function is dominated by a single configuration. Both
the size consistency and the improved accuracy relative to a
truncated CI expansion are caused by the implicit inclusion
of all higher order substitutions that are products of those of
lower order. The quadratic CI (QCI) method is a simplified

version of the CC method;9 in QCISD, some higher order
terms involving single substitutions are omitted.

We have implemented the calculation of CCSD energies
in parallel for a closed-shell reference in the PQS program
package.10,11 Recently, we added the most widely used
perturbative triples correction (T),7 allowing the calculation
of CCSD(T) energies. Several related many-body methods
which can be considered as simplified versions of the full
CC method have also been implemented: quadratic CI
(QCISD), the coupled electron pair approximation (CEPA0
CEPA2),12 perturbative methods (e.g., MP3, MP4), and
variational singles and doubles CI (CISD). The SD part (e.g.,
CCSD) can use either canonical or noncanonical (e.g.,
localized) orbitals. The canonical and localized formulations
are virtually identical for CI, CCSD, QCISD, etc. However,
perturbational methods become iterative in an orbital-
invariant, noncanonical form.13

The purpose of this paper is to evaluate competing
strategies in CC calculation and describe our recent improve-
ments. As our program is able to perform very large
calculations on modest hardware, we think it would be* Corresponding author. E-mail: janowski@uark.edu.
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interesting to present details of our current implementation
with emphasis on recent improvements and additions. In
particular, our method of utilizing sparsity in the external
exchange (four virtual indices) part may be of interest, as it
combines two techniques that are generally incompatible:
the elimination of very small integrals while using high speed
dense matrix routines.

Our target hardware is moderately sized PC and worksta-
tion clusters.

At the start of this project, the only available distributed
memory parallel CC programs were MOLPRO14 and a
developmental version of NWChem.15 This was surprising
because the massive CPU demand and relative simplicity of
CC methods makes them ideally suited to parallel processing.
More recently ACES II16 and GAMESS-US17 joined the list.
Very recently, a novel implementation in ACES III was
reported.18 The first parallel CC codes19-23 were generally
developed for the Cray supercomputers and do not perform
optimally (if at all) on modern distributed memory worksta-
tion clusters.

2. General Remarks about Efficiency

Because of the compute-intensive nature of CC calculations,
it is important to achieve the highest possible efficiency. One
method of doing this is to rewrite the algorithm in such a
way that the compiler can generate optimum code; for
instance, by changing the ordering of loops to minimize
memory access. Vectorization, known mostly for the Cray
series of supercomputers, was a notable example. However,
optimization of this kind depends sensitively on the hardware
architecture, in particular on memory hierarchy, and may
become obsolete when new architectures are introduced. For
CCSD(T), a simpler and more general method is to formulate
the algorithm as much as possible in terms of matrix
operations, in particular matrix multiplications, and use
libraries optimized for the particular hardware architecture.
Matrix multiplication can be formulated for essentially all
computer architectures to run at close to the theoretical
maximum speed.24 We will refer to this strategy as vector-
ization, despite the fact that it does not conform fully to the
original meaning of this term. Our implementation is based
on the efficient matrix formulation of the singles and doubles
correlation problem, the self-consistent electron pair theory.25

We use the generator state spin adaptation.26 This reduces
the flop count by a factor of 2 for the pair coupling terms
compared to orthogonal spin adaptation and significantly
simplifies the formulas. For instance, the CCD residuum
formula is only a few lines long. In the SCEP/generator state
formulation, parts of the algorithm are already expressed as
matrix products and thus run at close to maximum efficiency.
Other parts involve linear combinations of matrices or matrix
traces. These are “DAXPY” (double precision aX + Y) and
dot product (DDOT) operations, respectively, which run at
a much lower speed because they cannot reuse the fastest
(cache) memory efficiently and are therefore limited by much
slower main memory access. For instance, the 3 GHz Intel
Nocona processor runs a 1000 × 1000 matrix multiplication
at 5128 Mflops/s (using the Goto library)24 while its
performance for a 1 000 000 long dot product is only 465

Mflops/s and for a DAXPY operation with the same flop
count is 307 Mflops/s, over 15 times slower than matrix
multiplication. We note that it is unlikely that these ratios
would change with newer memory architectures, as access
to a small (cache) memory is inherently faster than to a large
(main) one. It is therefore imperative to reformulate all
operation to run as matrix multiplications. For instance, the
contribution of four virtual orbitals (the external exchange
operator or particle-particle ladder), discussed in the next
section, is usually the computationally most demanding part
of a CCSD calculation, and its natural formulation does not
take the form of a matrix multiplication.

3. External Exchange Operator

This is usually the most demanding part of CCSD/QCISD
programs. Possible methods of calculation include the atomic
orbital (AO) or molecular orbital (MO) forms. If integral
prescreening is not used, or does not yield significant savings,
e.g., for small molecules, the MO formulation is faster, as
the number of virtual MOs is always smaller than the total
number of basis functions (AO). This is significantly
magnified by the fourth power, giving a factor of 2 for
systems where the number of virtual orbitals is only 16%
smaller than the number of AOs. However, the AO formula-
tion allows integral direct implementations, avoiding storage
of four-external integrals and enabling utilization of sparsity.
As with increasing computer power, we are able to treat
bigger systems and sparsity becomes increasingly important,
yielding 90% savings for one of our test molecules descibed
later in this paper. On the other hand, contemporary disk
capacities have grown significantly, so it is not obvious that
integral direct methods are more advantageous than storing
integrals on disk. Parallel filesystems, such as our Array Files
tool27 can use efficiently the aggregate local disk capacity
of a cluster, allowing the storage of large integral files.

Nonetheless, the AO formulation, direct or not, allows
sparsity utilization, which seems to be unavoidable if we
really want big coupled cluster calculations. Note that the
importance of sparsity arises from the reduction of the formal
operation count of the EEO evaluation, not just from the
reduction of integral calculation. While the cost of the
integral evaluation is usually smaller than the evaluation of
the external exchange, this is not true for small systems using
large, diffuse basis sets. In view of the large increase in disk
capacities, nondirect AO algorithms may be a viable option.

The EEO is naturally expressed as a dot product:

(K[Tij])µλ )∑
νσ

(µν|λσ)Tνσ
ij (1)

Here, the Greek letters denote contracted basis functions,
and i and j denote molecular orbitals, Tij is a matrix of
amplitudes associated with excitation from the ij orbital pair.
If sparsity or symmetry is not used, the operations count is
1/2n2N4, where n is the number of occupied orbitals and N is
the number of AOs. This is the most expensive part of a
CCSD calculation, especially if the basis set (N) is large.
The latter is usually the case, as CCSD(T) calculations
require basis sets of at least triple-� or quadruple-� quality28

in order to obtain quantitative results. To take maximum
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advantage of the efficiency of modern processors, the dot
product shown above was reformulated as a matrix product.
Figure 1 illustrates how this was done. In practice, we use
symmetric and antisymmetric combinations of amplitudes
and integrals as described before:29

(K[Tij])µλ
( ) 1

4∑
νgσ

[(µν|λσ)( (µσ|λν)](Tνσ
ij (Tσν

ij )(2- δνσ)

(2)

The quantity (K[Tij])µλ
(, calculated for µ g λ only, gives the

final external exchange by taking appropriate linear combi-
nations:

K[Tij])µλ ) (K[Tij])µλ
+ + (K[Tij])µλ

- (3)

and

K[Tij])λµ ) (K[Tij])µλ
+ - (K[Tij])µλ

- (4)

This procedure reduces the formal operation count by a factor
of 2, giving 1/4n2N4, significantly better (up to a factor of 5)
than in spin-orbital formulations (e.g., 5/4n2N4 in Hirata’s
work).30 An undesirable side effect of this technique is that
the sparsity of integrals deteriorates somewhat.

Our previous EEO implementation was constrained by the
integral program, which generated batches of full K matrices,
as defined by (Kµλ)νσ ) (µν|λσ), for a given atomic orbital
(AO) shell pair µλ. We stored as many K matrices as
possible, using shell merging techniques, mentioned earlier
by Schütz et al.,31 constructed supermatrices out of them
(see Figure 1), then read all the T matrices (in batches),
constructed a similar supermatrix, and multiplied the two
together using matrix multiplication algorithms. This tech-
nique was efficient for systems with relatively small basis
sets but deteriorated significantly for systems with more than
1000 basis functions where a single matrix can occupy a
large amount of memory. A good example is one of our
largest calculations performed so far, benzene dimer QCISD
or CCSD in the aug-cc-pVQZ basis set (1512 basis func-
tions)11 (see also ref 32 for more recent QCISD(T) results),
where a single matrix occupies about 18 MB of memory.
Because of this, we could process only batches of 100-200
µλ pairs at a time. Each batch required reading the full set

of amplitudes from a disk, resulting in excessive input/output
(I/O). The amplitudes had to be read 5000-10 000 times
for the benzene dimer calculation. The set of all amplitudes
for this system occupied about 8 GB, so one full EEO
evaluation required the reading of 40-80 TB of data. The
speed of the calculation was thus limited by I/O.

We have rearranged this algorithm using an older and
somewhat slower but more flexible integral program. This
program is not vectorized and therefore can generate integrals
for a single quartet of AO shells. This makes it possible to
subdivide the range of AO index pairs in smaller blocks,
alleviating the memory problem, and in turn dramatically
reducing the amount of I/O. Blocking is widely used in high-
performance computers, for instance in efficient matrix
multiplication routines. In the context of CC methods, the
tensor contraction engine of Hirata30 uses blocks (called
“tiles”). However, this technique does not exploit sparsity.
A local coupled cluster implementation was reported re-
cently33 that exploits integral sparsity using an approach
different from ours.

We define batches of indices µλ, νσ, and ij. The amplitude
matrices are presorted into blocks corresponding to these
batches. The outermost loop is parallelized; it runs over
batches of µλ. The next loop runs over batches of νσ. At
this point, all integrals (µν|λσ) for the µλ and νσ batches
are calculated. The innermost loop runs over batches of ij.
A block of the amplitudes corresponding to ij and νσ is read
from distributed storage, and a block of partial results are
calculated by matrix multiplication of Tνσ

ij with (µν|λσ), using
νσ as the summation index. The result is accumulated in
K[Tij]µλ. After the ij and νσ loops are finished, the completed
K[Tij]µλ matrices are written to distributed disk storage. The
dominant memory requirement is for the storage of the
K[Tij]µλ matrices and requires only Bn2/2 memory locations
where B is the µλ batch size. Only one full read of the
amplitude blocks per slave is needed, a dramatic reduction
compared to our original code. e.g., using the example above,
with 30 slaves, the full amplitude set is read only 30 times,
not 10 000 times. The algorithm is shown in Figure 2.

One may note that, as we calculate all integrals for µ g
λ, only one permutational symmetry out of four is used. This
requires extra CPU time compared to algorithms that use
the full permutational symmetry, like that of Schütz et al.31

Figure 1. Rearrangement of several dot products (matrix
traces) into one big matrix product.

Figure 2. New EEO blocking scheme.
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However, the advantage of avoiding multiple writings and
readings of partial results greatly outweighs the increased
cost of integral evaluation, even in MP2. In our opinion,
integral permutational symmetry is only of minor importance
in correlated calculations, as integral evaluation scales
formally only as O(N4), while EEO for instance scales as
n2N4. This is underscored by the fact that the main use of
integral screening described below is not to economize on
integral evaluation but to speed up the matrix multiplications.

The algorithm briefly described above facilitates the
implementation of integral screening. For large molecules,
the integral matrix contains large numbers of vanishingly
small integrals. For example, for a linear decapeptide of ten
glycine molecules, about 90% of the integrals are numerically
zero, even with a very strict threshold of 10-15. This results
in the elimination of many rows (Figure 2) from the left-
hand side matrix, allowing compression and the use of
efficient dense matrix multiplication routines for the resulting
smaller matrices.11 One technical problem associated with
the utilization of screening is that if a larger numbers of νσ
pairs are treated simultaneously, the location of zero integrals
becomes more-or-less random and only a few rows can be
eliminated. Dividing the matrix into narrower stripes, say
over single shell pairs, improves the utilization of sparsity
but reduces the efficiency of matrix multiplication and results
in more memory copying (e.g., the accumulation of partial
results in the final matrix). A compromise must be sought
which allows us to treat as many νσ pairs as possible at a
time while still allowing efficient utilization of integral
sparsity.11

Row sparsity can be improved significantly if we order
the νσ AO index pairs appropriately. It can be theoretically
justified that sorting them according to the physical space
location increases regularity in the sparsity pattern of the
integral matrix. This phenomenon arises from the fact that
most integrals are numerically zero if, for a given (µν|λσ)
integral, µ is far away from ν or λ is far away from σ. The
integral will also be small if the µν pair is far away from
the λσ pair, but the asymptotic behavior is different. In the
former two cases, the integral decreases exponentially as a
function of the distance; in the latter, it is a much weaker
1/r dependency. Because one row of our integral matrix
(Figure 2) contains all integrals for a given µλ index, it is
better to group all integrals so that the ν and σ atomic orbitals
are distant from µ and λ, respectively. Unfortunately, all rows
must share the same ordering patternsotherwise we cannot
use matrix multiplication. The best compromise is to group
the νσ pairs according to the coordinates of their centers.
We divide the molecule into boxes 2-3 Å big and collect
all νσ AOs that belong to the same pair of boxes. This
improves the sparsity for larger batches of νσ pairs signifi-
cantly. For instance, if a batch contains ν’s from box A and
µ is distant from A then the whole µλ row of the integral
matrix Kνσ

µλ vanishes. The same statement holds true if box
B containing σ’s is distant from λ.

Our algorithm for sorting shell pairs is as follows. First
we divide the AO set into two categories according to their
exponent values. One set contains all AOs with large
exponents (tight basis functions), the second one, all remain-

ing AOs. This way we can take advantage of the better
sparsity of the more compact basis functions and isolate the
diffuse ones. Further subdivision, e.g., very tight functions,
moderately diffuse, and very diffuse AOs, is also possible.
The next two loops are over boxes. Consecutive boxes are
adjacent, which improves the sparsity pattern. The inner two
loops sort the νσ pairs inside the boxes according to center
locations (atoms). The outcome of the sorting routine is an
array with the pairs sorted and additional arrays which
indicate the box and atom borders and the number of pairs
contained in pairs of atoms and pairs of boxes. In the next
step, these arrays are used to determine the νσ batches.
Usually we want to cut the νσ set either at the shell pair, or
better, atom, or, even better, box boundaries. Our goal is to
have as large batches as possible, within the memory
allocation limits. Large batches increase matrix multiplication
efficiency and I/O throughput. Taking all the above into
account, the “cut” and batch creation takes place if the current
batch is big enough or if a forthcoming batch can be large.
The cuts are allowed on the atom or box borders only, with
the latter preferred.

In this way, we can utilize at least 50% of the maximum
sparsity by eliminating empty rows. The average size of a
νσ stripe is about 100-200, depending on the system and
the basis set used. The row sparsity is about the same as if
we divided the matrix by shell pairs, which yields much
smaller νσ stripes (it can potentially be just 1 for an ss pair,
3 for an sp pair, etc.).

Parallelization of the EEO part follows the scheme
described previously.11 With Array Files as the I/O soft-
ware,27 all nodes share uniform access to network files, i.e.,
they can access the same data using a given file and record
number. Parallelization is performed over batches of µλ pairs.
If the available memory allows, we divide all µλ pairs into
as many batches as the number of slaves. If there is
insufficient memory for this, the number of batches is chosen
as a multiple of the number of slaves. This guarantees good
load balancing. Every slave processes its own batch in
essentially the same way as in the single processor program,
but uses Array Files I/O routines in place of local I/O. All
data are read or written via network communication. We do
not use any local caching of the results or amplitudes, as
local disk I/O rates are commensurate with network rates.

4. Perturbative Triples Implementation and
Parallelization

The key part of the perturbative triples correction to the
CCSD energy is the calculation of the following quantity
(see e.g.refs 23, 36 or 37):

Wijk
abc )Pijk

abc(∑
d

Tij
ad(ck|bd)-∑

l

Til
ab(ck|lj)) (5)

Here P is the permutation operator, which performs simul-
taneous permutation of indices ijk and abc, generating a sum
of six terms, each of the above form. The indices ijkl denote
Hartree-Fock occupied canonical molecular orbitals, abcd,
the canonical virtuals.

W is combined into the (T) energy:
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E(T)) ∑
agbgc

(2- δab - δbc)∑
ijk

Wijk
abc(4Wijk

abc +Wkij
abc +Wjki

abc -

2Wkji
abc - 2Wikj

abc - 2Wjik
abc)/Dijk

abc(6)

Here D is a standard perturbational energy denominator.
Equation 5 requires about C(n4V3 + n3V4) floating point
operations, but eq 6 needs only En3V3 (C and E are constants,
V is the number of virtual orbitals). For simplicity, we have
omitted contributions from singles amplitudes in eq 6, which
corresponds to the [T] correction of Urban et al.8 Singles
do not add significantly to the numerical effort, and therefore,
our discussion will focus on the doubles part only. We have
to calculate and store Wabc only for a given abc triplet and
all ijk; after calculating the energy contribution of this set it
can be deleted and a new abc triplet processed. This requires
only n3 memory locations, allowing the program to calculate
a number of abc triplets simultaneously. This is advantageous
because the integrals and amplitudes in eq 5 can be reused
with proper blocking, significantly reducing the I/O overhead.

Equation 6 is often written in an alternative form:23,36

E(T)) ∑
igjgk

(2- δij - δjk)∑
abc

Wabc
ijk (4Wabc

ijk +Wbca
ijk +Wcab

ijk -

2Wcba
ijk - 2Wacb

ijk - 2Wbac
ijk )/Dijk

abc(7)

In this form, one has to calculate Wijk for a given ijk triplet
and all abc, requiring V3 storage. This severely limits the
size of systems which can be treated. For example, for 1000
virtual orbitals, we need 8 GB of fast memory to store the
partial result. Of course, for a small system, eq 7 vectorizes
better, as the matrices are larger. This improves the flop rate
for small dimensions, although the effect saturates at a
dimension of a few hundred. Notice that the form of energy
expression used (eqs 6 or 7) results in different algorithms
for the calculation of W (eq 5) and, thus, changes the whole
program design.

We have implemented triples using both algorithms.
Although the matrix operations as defined by eq 7 are
significantly faster for smaller systems, the gain is largely
offset by increased I/O. In addition, on our PC cluster (4
GB RAM per node), it limits the calculation to about 500
virtual orbitals. Our final code uses the slower formulation
in eq 6, but taking into account memory savings, I/O
reduction due to blocking, and ease of implementation, it is
more efficient, particularly for big systems. The pseudocode
for our algorithm is shown in Figure 3. Our conclusion about
the relative merit of eq 6 vs eq 7 is the opposite of what
Rendell et al.23 arrived at using the Cray supercomputers.
They argued that eq 7 vectorizes better and that memory
will not be a problem in the future. However, CPU speed
has increased faster than RAM memory size, making the
latter the bottleneck for distributed memory workstations.

In order to explain how Wabc is calculated, we need to
define a new quantity:

Xijk
abc )∑

d

Tij
ad(ck|bd)-∑

l

Til
ab(ck|lj) (8)

This allows us to cast eq 5 in a more explicit form:

Wijk
abc )Xijk

abc +Xjki
bca +Xkij

cab +Xkji
cba +Xikj

acb +Xjik
bac (9)

It is sufficient to have only one subroutine for the calculation
of X. It is called six times for every index triple a g b g c
in eq 9. The calls are interleaved by another subroutine which
interchanges elements of W before adding the next compo-
nent X. Swapping the destination W array, instead of adding
X with permuted ijk indices simplifies the program code, as
we do not need to write six different subroutines to calculate
each term in eq 9. Instead, we call the same subroutine and
add partial result to W with two indices swapped. All
operations on W, including energy contribution calculation
are very fast, as the array W is usually fairly small (2 MB
for 63 occupied orbitals) and fits in the cache of most
processors. With the algorithm based on the formula eq 7,
the calculation of the final energy contribution becomes more
expensive, because Wijk is large and requires access to main
memory, instead of fully cached operations for Wabc. The
difference in the time of evaluation of the final energy
expression can be up to an order of magnitude. Figure 4
shows an outline of the W calculation part of the triples code.

Vectorization inside the X subroutine is explained in Figure
5. The figure shows the first term of eq 8; the same method
is applied to the second term. In Figure 5, the gbc matrix is
a matrix of integrals, (ck|bd) ) (gbc)dk. The Wabc array is
obtained by a single matrix multiplication.

Figure 3. Outline of the main “driver” loop of the (T)
contribution.

Figure 4. Wabc construction scheme.
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The simplicity of accessing global data through the Array
Files system allows a simple master-slave self-scheduling
parallel algorithm. Slaves ask the master for work and get
batches of ABC triples to work on. When they are finished
they store the partial energy in a local variable and request
more work from the master. If the master responds with a
“no work” message, the slaves exit their triple substitution
subroutine. At the very end a global energy sum is performed
over all slaves.

5. Discussion

We describe an improved parallel implementation of CCS-
D(T) and related methods. The most expensive computational
steps, the calculation of the external exchange operators, and
the perturbational triples energy are formulated in terms of
dense matrix multiplications that take the maximum advan-
tage of modern CPUs. Our new EEO algorithm exploits the
sparsity of the atomic orbital integrals, and its communication
requirements have been much reduced compared to our
previous program. Benchmarks have been presented with
over 1500 basis functions and 68 atoms on 2-16 computing
nodes.

The main difference between our CC code and the
NWChem15 and GAMESS17 implementations is that our
program makes extensive use of disk storage and, therefore,
can perform large calculations on modest size clusters. ACES

II16 uses replicated data structures. This poses limitations
on the calculations by the size of the local storage.

Our code shares the general design philosophy of MOL-
PRO.14 However, we use Array Files instead of global arrays.
This has the merit of enabling small memory workstations
to perform large calculations, at the cost of modest overhead.
The I/O can be significantly reduced by employing various
blocking strategies, as we have discussed already in the EEO
and (T) part. The TCE (Tensor Contraction Engine)30 also
employs blocking techniques but does not address sparsity.
The TCE can automatically generate code. This restricts it,
in its present form, to an orthogonal spin-orbital formulation.
As our flop counts show, the hand-coded version achieves
substantially better performance, e.g., in the external ex-
change part, than the automatically generated code. However,
automatic code generation is probably unavoidable for higher
order CC programs.

The latest CC parallel code, ACES III,18 uses a novel
parallel programming language and automatic blocking of
arrays. Preliminary results show very good parallel scaling.

6. Sample Timings

Table 1 presents QCISD timings obtained for a series of
molecules of different size. All calculations were performed
on a 16-node cluster, connected via gigabit ethernet. Every
node of this cluster has a dual core processor (64-bit Intel
Pentium IV Prescott, 3.0 GHz), 4 GB of RAM memory, and
a 300 GB RAID0 (striped) array of disk scratch storage. Our
test set includes a range of molecular sizes and symmetries:
aspirin, sucrose, a linear polymer of ten glycine molecules
with one symmetry plane, a fragment of a copper-based
catalyst with empirical formula CuAlSi3O12H8, adenosine
monophosphate (AMP), and a simple calixarene with empiri-

Figure 5. Triples contribution (eq 8, first term), as a matrix
product.

Table 1. QCISD and Sample CCSD Timings for a Test Set of Molecules

time per iteration (nodes/proc) mina

moleculeb sym basis nbfc corrd itere 2/2 4/4 8/8 8/16 16/16 16/32

aspirin C1 6-311G** 282 34 16 18.9 11.42 6.4 4.8 3.8 3.1
sucrose C1 6-31G** 455 68 12 365.0 197.4 104 61.8 53.7 39.3
(glycine)10 Cs 6-31G* 638 114 14 2133 1099.0 590 374 271 203
Si-ring C1 VTZ3Pf 664 53 18 826 443.3 226 127.7 123.5 74
AMP C1 def2-tzvpg 803 63 14 2384 1166 605.2 325 199
Calix C2h cc-pVTZh 1528 92 11i 3506 1723

sample CCSD timingsj

aspirin C1 6-311G** 282 34 14 31.7 16.6 10.4 8.6 6.1 5.6
sucrose C1 6-31G** 455 68 12 519.2 236.2 123.0 91.2 71.7 65.4

a For example, 8/16 means that 16 processes were running on 8 nodes, i.e. 2 processes per node. b The test set is described in the
Sample Timings section of this paper. c Number of basis set functions. d Number of correlated orbitals. e Number of iterations, until max
residue R < 10-6 and energy difference ∆E < 10-6. f Valence triple-� + triple polarization.38 g Valence triple-� + polarization.39

h Correlation consistent basis.40 i Only 11 iterations were allowed to complete. j Our current integral-direct CCSD implementation requires
extra integral recalculation steps, comparing to QCISD.

Table 2. Perturbative Triples Timings for a Test Set of
Molecules

(nodes/proc) min

molecule 1/1 2/2 4/4 4/8 8/8 8/16 16/16 16/32

aspirin 1196 601.6 292.5 157 151.3 82 76.7 43
sucrose 12436 5981.9 3216 3034 1594
(glycine)10 14319
Si-ring 4168
AMP 16740
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cal formula C32H32O4 and C2h symmetry. Each process was
constrained to use no more than 1.6 GB of RAM.

The parallel scaling of QCISD jobs run with only one
process per node is satisfactory, and in some cases, super-
linear scaling is observed. This is most likely caused by the
fact that the amount of I/O per process decreases with
increasing number of processes, allowing the operating
system (OS) to cache the data more efficiently in the main
memory (in our case, the RAM available for disk caching
was about 2.4 GB). Comparing calculations involving the
same number of processes but a different number of nodes,
Table 1 shows that jobs with two processes per node are
significantly slower than jobs which use the same number
of processor cores but with one process per node. In the
former case, two processes must share access to the same
disk. An additional effect arises from the deterioration of
OS data caching. In our case two processes occupy 3.2 GB
of main memory leaving only about 0.8 GB for the OS to
use as I/O cache. Running 32 processes on 16 nodes is still
faster than running only 16 processes, but the speedup is
modest.

Because the amount of memory available impacts the OS
data caching performance, it might seem advantageous to
use shared memory parallelization (e.g., multithreading) on
the same node, instead of running several separate processes
per node. In our previous version of the CCSD program, we
have used a multithreaded version of matrix multiplication
routines.24 If the choice is between one process per node
without threading and one process per node with threading,
the latter is usually (not always) faster. However, the
efficiency of the threaded routines depends strongly on the
size of matrices being multiplied. For very small (10 × 10)
matrices, it is 1388 Mflop/s on single processor, but only 62
Mflop/s with threading. This probably arises from the
overhead of threads preparation. The threaded and single-
threaded libraries perform comparably if the matrix dimen-
sion is about 50. For large dimensions, the threaded version
outperforms the nonthreaded one almost by the theoretical
factor. Our current CCSD version uses nonthreaded matrix
multiplication libraries for three reasons. (1) In our blocked
implementation, the matrices are relatively small, and the
threaded libraries do not reach their theoretical limit. (2) Our
integral program is not yet thread-safe. (3) Threading does
not remove the I/O bottleneck. The latter is diminished in

our current algorithm but, as the timings show, not fully
eliminated. Note, however, that threading may improve I/O
caching by the OS because one threaded process may occupy
less memory than two independent processes running
concurrently.

A different picture emerges for the calculation of the
perturbative triples contribution (Table 2). Triples are very
expensive in terms of CPU usage, but the time spent doing
I/O is negligible. The I/O reduction results from an efficient
blocking algorithm, such that the data are read in batches
and reused as frequently as possible (see Figure 3). For large
systems, a single process can fill its 1.6 GB of memory
storage with data and use it for about 30 min without needing
any I/O. This is the reason why the triples contribution scales
almost linearly with the number of CPU cores and differences
between jobs involving one and two processes per node are
small. The calculation of the triples contribution can ef-
ficiently utilize both CPU cores because the data are reused
more extensively in the triples algorithm than in the SD part.

In Table 3, the efficiency of the old and new EEO
algorithms are compared. In order to demonstrate savings
and compare the new results with previous ones,11 we have
switched off the use of symmetry for the benzene dimer.
The speedup is dramatic, almost a factor of 5. Because the
benzene dimer has very little integral sparsity with the aug-
cc-pVQZ basis set, the speedup is almost exclusively due to
the reduction in I/O.

Table 4 presents sample timings for one of the biggest
(T) calculation we have done so far, the benzene dimer with
the aug-cc-pVQZ basis set. This calculation was performed
on the Red Diamond supercomputer at the University of
Arkansas. It has a configuration similar to our cluster, but
the processor clock is faster (3.2 GHz), the local storage is
a nonstriped SCSI disk, and the network topography is such
that groups of nodes share the same gigabit ethernet
connection. This results in lower efficiency, due to the less
efficient network and the slower speed of local storage (a
single disk).
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University of Arkansas. Acquisition of the Red Diamond

Table 3. Timings for an External Exchange Evaluation (per Iteration): Comparison of the Old and the New Algorithms

EEO evaluation time (min)

molecule nodes
basis
set

no. of basis
functions

no. of correlated
orbitals

new
algorithm

old
algorithm

benzene dimer
(C1 symmetry)

32 aug-cc-pVQZ 1512 30 379 1813

(glycine)10 16 6-31G* 679 114 72 148

Table 4. Timing for Triples Evaluation in Parallel Displaced Benzene Dimer

molecule nodes
basis
set

no. of basis
functions

no. of correlated
orbitals

time of triples
evaluation

CPU
efficiency

benzene dimer
(C2h symmetry)

32 aug-cc-pVQZ 1512 1512 3420 93%

as above 32 aug-cc-pVTZ 828 30 350 91%
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Abstract: The structure, bonding, and protonation of NCSeX and XNCSe (X ) Me, F, Cl, Br)
derivatives has been investigated at the B3LYP/6-311++G(3df,2p)//B3LYP/6-31+G(d,p) level
of theory. Three different approaches, namely, ELF, AIM, and NBO indicate that three main
factors are responsible for the enhanced stability of the selenocyanates with respect to the
isoselenocyanates when the substituents are halogens, whereas for alkyl substituents, it is the
other way around: (a) the Se-X (X ) F, Cl, Br) bonds are much stronger than the Se-X (X )
Me); (b) the N-X (X ) F, Cl, Br) bonds are much weaker than the N-X (X ) Me) ones; (c) on
going from the selenocyanates to the isoselenocyanates, when the substituents are halogen
atoms, there is a significant weakening of the CN bond, which becomes essentially a double
bond, whereas upon methyl substitution the CN bond retains its triple bond character. The same
stability trends are observed for the corresponding N-protonated species. More importantly, the
calculated stability differences are rather similar to those obtained for the neutral compounds,
so that selenocyanates and isoselenocyanates exhibit rather similar basicities in the gas phase.
Both types of isomers behave as gas-phase nitrogen bases.

Introduction

The selenocyanate group, SeCN, as the corresponding sulfur
analogue, has the possibility to bond through selenium or
nitrogen. As for the thiocyanate group1,2 both modes of
coordination, XNCSe and NCSeX, are known when X is an
alkyl group.3-8 As a matter of fact alkyl isoselenocyanates
are commonly used in organic synthesis,9,10 and many of
these derivatives have been spectroscopically characterized.4,8

Recently, the generation of the isocyanoselenic acid radical
cation, HNCSe+· , from a dissociative ionization of sele-
nourea in the gas phase has been reported.11 However, the
only known compounds in the gas phase when the substituent
is ahalogenatom,again inparallel to the sulfur analogues,12-15

are those in which the halogen is attached to the Se atom,
16,17 whereas those in which the halogen is attached to the

N atom are not experimentally known. These findings and
the fact that, although selenium derivatives have received
significant attention in the past decade,18-48 many questions
on their chemistry and bonding are still open, prompted us
to undergo a study on the bonding and relative stabilities of
substituted selenocyanates and isoselenocyanates, when the
substituent is a methyl group, as the simplest case of alkyl
group, and when the substituent is F, Cl, and Br.

We have also considered it of interest to investigate the
effect that the protonation of these systems have on their
bonding and, as a consequence, on the relative stabilities of
selenocyanates with respect to isoselenocyanates.

Computational Details

The geometries of the selenocyanates and isoselenocyanates
included in this study, and those of their protonated species
have been optimized using the B3LYP density functional
theory (DFT) approach associated with a 6-31+G(d,p) basis
set expansion. This method, which includes Becke’s three
parameter nonlocal hybrid exchange potential49 and the

* To whom correspondence should be addressed. E-mail:
manuel.yanez@uam.es (M.Y.); silvi@lct.jussieu.fr (B.S.).

† Universidad Autónoma de Madrid.
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nonlocal correlation functional of Lee, Yang, and Parr,50 has
been successfully used for the treatment of other Se-
containing compounds.51-53 To get reliable relative energies,
final energies were obtained in single-point calculations using
a 6-31++G(3df,2p) basis set. Harmonic vibrational fre-
quencies were evaluated at the same level of theory used
for the geometry optimizations to classify the stationary
points found as local minima and to evaluate the thermal
corrections necessary to obtain the free energies at 298.2 K.

The bonding was analyzed primarily by using the Becke
and Edgecombe electron localization function54 (ELF)
topological approach.55 ELF has been originally conceived
as a local measure of the Fermi hole curvature around a
reference point within the Hartree-Fock approximation,
another interpretation in terms of “local excess of kinetic
energy due to Pauli principle” was further proposed by Savin
et al.56 legitimating the calculation of the function with
Kohn-Sham orbitals. More recently, it was shown that the
ELF kernel can be rigorously derived by considering the
number of same spin pairs contained in a sample around
the reference point.57,58 Thanks to a cosmetic Lorentz
transform, ELF is confined in the [0,1] interval; 1 corresponds
to regions dominated by an opposite spin pair or by a single
electron, whereas low values are found at the boundaries
between such regions. The partition of the molecular space
is carried out by the gradient dynamical technique, which
yields basins of attractors closely related to Gillespie’s
electronic domains which are a generalization of the ideas
of Lewis. The valence shell of a molecule consists of two
types of basin: polysynaptic basins (generally disynaptic),
which belong to two atomic valence shells, and the mono-
synaptic ones, which belong to only one valence shell and

which qualitatively correspond to nonbonding valence den-
sity. The valence basins are labeled by V followed by a list
of the atomic symbols of the centers of the valence shells,
that is, V(A) and V(A,B) for a monosynaptic and a disynaptic
basin. The basin populations and the associated covariance
matrix are calculated by integration of the one electron and
pair densities over the volume of the basins enabling a
phenomenological interpretation of the population analysis
in terms of the superposition of mesomeric structures.59

ELF grids and basin integrations have been computed with
the TopMod package.60 The ELF isosurfaces have been
visualized with the Amira 3.0 software.61 The atoms in
molecules (AIM) theory,62 based in a topological analysis
of the electron density, is a complementary tool for the
investigation of bonding characteristics. In the framework
of this approach, we have located the bond critical points
(BCP) of each compound because the electron density at
these points offers quantitatively valid information on the
strength and the multiple bond character of the linkage.
Moreover insights on the delocalization in terms of delo-
calization indexes63 can be obtained by a covariance analysis
of the atomic populations. This question can be also
investigated by evaluation of the Wiberg bond orders64 in
the framework of the natural bond orbital (NBO) approach,65

which also permits to estimate the weights of the different
resonant structures contributing to the stability of the system
through the natural resonance theory (NRT) as implemented
in the NBO-5.0 suite of programs.66 On the other hand, some
further insight into details of the bonding can be gained by
means of a second-order perturbation analysis of the Fock
matrix, which usually provides information on the interac-
tions between occupied and empty molecular orbitals. All

Figure 1. B3LYP/6-31+G(d,p) optimized geometries for selenocyanates and isoselenocyanates and their N-protonated species.
Bond lengths are in angstroms, and bond angles are in degrees.
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these bonding analysis have been carried out at the same
level used for the geometry optimization.

Results and Discussion

The optimized geometries of the different compounds under
investigation and their most stable protonated species are
given in Figure 1. The calculated total energies are sum-
marized in Table S1 of the Supporting Information.

Relative Stability and Protonation. Although protonation
at the halogen, selenium, and nitrogen atoms have been
considered, in all cases, for both selenocyanates and isos-
elenocyanates, nitrogen protonation is by far the most
favorable process, so in what follows we will refer exclu-
sively to the nitrogen protonated species. The calculated
proton affinity and gas-phase basicity, defined as the negative
of the enthalpy and free energy for reaction 1, respectively,
are given in Table 1. This table also includes the relative
stability of the isoselenocyanates with respect to the analogue
selenocyanates.

B(g)+H+(g)fBH+(g) (1)

The first conspicuous fact is that halogen selenocyanates
are systematically more stable than the corresponding isos-
elenocyanate isomer, similar to what has been reported before
for the corresponding thio-derivatives.15,17 The opposite is
found for the methyl derivative, where the isoselenocyanate
isomer is predicted to be 23.3 kJ mol-1 more stable than
the selenocyanate one. The stability gap decreases in the
order F > Cl > Br. Importantly, the same stability trends
are observed for the corresponding N-protonated species,
with the exception of the methyl derivative. For the halogen
derivatives, the stability gap between isoselenocyanate and
selenocyanate forms is rather similar to that calculated for
the neutral forms, and as a consequence, both isoselenocy-
anate and selenocyanate halogen derivatives exhibit rather
similar proton affinities and gas-phase basicities. For the
methyl derivatives, both protonated forms are almost de-
generate, and since the neutral isoselenocyanate is ∼23 kJ
mol-1 more stable than the selenocyanate, its PA is about
23 kJ mol-1 smaller.

Bonding Analysis of the Neutral Compounds. To gain
some insight into the origin of the stability trends discussed
in the previous section, it is necessary to carry out an analysis
of the bonding similarities and dissimilarities of both families
of compounds. Table 2 presents the valence basin populations
of both series of compounds.

The bonding of the CNSe moiety in both families of
compounds could be described, in principle, in terms of the
superposition of the four mesomeric structures depicted in
Scheme 1.

The values in Table 2, indicate that for the selenocyanates,
the characteristics of the CN and CSe bonds are almost
independent of the substituent and point to a significant
contribution of the mesomeric form c, as reflected in the
population of the V(C,N) basin. The population of the
V(C,Se) basin clearly indicates that the contribution of
mesomeric form a, although small is not negligible. In
agreement with this description, the weight of these meso-
meric forms estimated by means of the NRT approach are
about 87% and 11% for forms c and a, respectively, with
negligible contributions from form b. The NRT result is not
apparently fully consistent with the ELF population of the
V(N) basin which requires that the weights of formally ionic
structures such as b to be greater than 50%. However, the
NRT mesomeric structures being of the Coulson-Fisher type
are polarized and therefore implicitly account for the ionic
component. Also consistent with the ELF populations, the
weights of these forms are practically independent of the
substituent, as well as the Wiberg bond orders, that for
the CN bond is 2.81 and for the CSe bond, 1.12. As expected,
it can be observed that in the selenocyanate derivatives the
ionic character of the Se-X (X ) F, Cl, Br) bond decreases

Table 1. Proton Affinities (PA, kJ mol-1), Gas-Phase
Basicities (GB, kJ mol-1), and Relative Free Energies
(∆∆G, kJ mol-1)

compound PA GB ∆∆G (neutral) ∆∆G (protonated)

NCSeF 745.8 714.6 0.0 0.0
FNCSe 751.2 719.9 173.8 168.5

NCSeCl 766.1 734.9 0.0 0.0
ClNCSe 757.3 725.6 100.3 109.6

NCSeBr 775.8 744.5 0.0 0.0
BrNCSe 765.3 733.9 91.8 102.5

NCSeMe 813.6 782.9 0.0 0.0
MeNCSe 791.7 759.0 -23.3 0.6

Table 2. ELF Valence Basin Populations for
Selenocyanates and Isoselenocyanates

CNSeX

X V(Se) V(Se,X) V(Se,C) V(C,N) V(N) V(X)

F 2 × 2.35 2.19 2 × 2.16 3.24 2 × 3.79
Cl 2 × 2.38 0.90 2.16 2 × 2.17 3.25 2 × 3.33
Br 2 × 2.42 0.92 2.17 2 × 2.16 3.26 2 × 3.44
CH3 2 × 2.40 1.43 2.15 2 × 2.30 3.29

XCNSe

X V(Se) V(N,X) V(Se,C) V(C,N) V(N) V(X)

F 2 × 2.69 0.51 1.60 2 × 1.56 3.12 2 × 3.43
1.51

Cl 2 × 2.77 0.98 1.50 2 × 1.58 2.98 2 × 3.21
1.56

Br 2 × 2.79 0.92 1.35 2 × 1.60 3.0 2 × 3.33
1.64

CH3 5.87 1.82 2.89 3 × 1.85

Scheme 1
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with the halogen atom electronegativity as testified by the
V(Se,X) basin population. Coherently, the Wiberg bond
orders for these linkages increase slightly on going from F
to Br (0.73, 0.95, 0.98), whereas the electron density at the
BCP decreases (0.141, 0.110, 0.099 au, respectively) as a
consequence of the size increase of the susbtituent. The same
behavior is observed for the delocalization indexes (0.96,
1.16, 1.22). The constancy along the series of the charac-
teristics of the CN and CSe bonds are also mirrored in the
constant values of the electron densities at the BCPs, which
for the CSe bond vary from 0.173 to 0.171, whereas for the
CN bond, it is constant and equal to 0.457. For these bonds,
the delocalization indexes also remain nearly constant, ∼1.18
for CSe and ∼2.34 for CN.

There are significant changes on going from the seleno-
cyanates to the corresponding isoselenocyanates. The first
important change affects to the CSe bond, for which two
connected disynaptic basins, pointing to a certain CdSe
double bond character (see Figure 2) are located with a
population about 1 e- greater than for the selenocyanate
isomers. The delocalization indexes, close to 2.0, are
consistent with this interpretation.

The population of the V(C,N) disynaptic basins, as well
as the CN delocalization index, also clearly decreases. Both
changes point to a significant participation of mesomeric
form a and, accordingly, to a parallel decrease of the
participation of form c. A NRT analysis, actually shows that
on going from the selenocyanate to the isoselenocyanate
derivative, the weight of form a dramatically increases (from
11% to 61% for the F derivative and to 52% for the Cl and

Br derivatives). Concomitantly, the weight of the mesomeric
form c decreases from 87% to 37% in the case of F derivative
and to 46% in the case of the Cl and Br derivatives.

The aforementioned changes in the bonding patterns are
reflected in both the electron densities at the BCPs and at
the molecular force field. As a matter of fact, the electron
density at the CN BCP decreases from 0.457 au in the
selenocyanates to 0.411 au in the iso-derivatives. The electron
density at the CSe BCP, which for the selenocyanates was
0.172 au, on average, becomes 0.197 au in average for the
isoselenocyanates. As far as the stretching frequencies are
concerned, while for selenocyanates the CN and CSe
stretching modes appear at 2255 and 545 cm-1, respectively,
for the iso-derivatives, they appear in the regions of 1980
and 840 cm-1, respectively, the latter being strongly coupled
with the NX stretching mode.

Bonding changes are also significant for the Me derivative,
but while for the halogen derivatives form a becomes
dominant, for the Me derivative, form c still weights more
than form a, even though their participation is rather similar
(56% and 43%, respectively). This is consistent with the fact
that, whereas in the methyl derivative the XNCSe skeleton
is linear, for the halogen derivatives it is not and the XCN
angle varies from 114.6° to 131.7° on going from the F- to
the Br-substituted compound. Once more, the electron
densities at the BCPs are in agreement with the previous
discussion. The electron density at the CN BCP decreases
by about 0.05 au, whereas that the CSe BCP increases by
about 0.03 au.

Figure 2. Three-dimensional representations of ELF isosurfaces with ELF ) 0.80 for the F and Me derivatives of selenocyanates
and isoselenocyanates. Blue lobes correspond to V(C,H) basins, orange lobes correspond to V(N), V(Se), and V(F) basins
associated with N, Se, and F lone-pairs. Green lobes correspond to V(C,Se) and V(C,N) basins.
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Bonding Analysis of the Protonated Compounds. The
valence basin populations of the N-protonated selenocyanates
and isoselenocyanates are summarized in Table 3.

It can be observed that N protonation leaves the number
of basins of selenocyanate derivatives unchanged because a
density transfer toward V(C,N) is possible since the SeC
bond has mostly a single bond character. Hence, following
the prescription of the “least topological change”,67 the
protonation occurs in the most populated basin provided
the number of basins remains constant, in agreement with
the fact the N-protonation is strongly favored with respect
to X- or Se-protonation. Interestingly, there is also a rather
good linear correlation between the calculated proton affini-
ties and the population of the V(N) basin, which is the one
directly involved in the protonation process (see Figure 3).
The same correlation cannot be established for the isosele-
nocyanate derivatives because the number of basins is not
preserved. In this series, the number of basins is increased
by 2. As CSe has a strong double bond character, a charge
of about 1 e-1 from V(N) would make the carbon hyper-
valent, therefore the opposite transfer (i.e., toward V(N)) is
observed and the former V(N) basin gives rise to one V(N,H)
basin and two symmetrically disposed V(N) basins. The
trigonal bipyramid arrangement of the basins around the N
center is consistent with Gillespie’s VSEPR rules.

It is also apparent that N-protonation triggers a certain
electron density reorganization, through a slightly larger
participation of mesomeric form a, leading to an increase of
the population of the V(C,Se) basin. In fact, the weight of
this form, according to the NRT analysis, increases up to
16% and the BO of the CSe bond becomes 1.21. Quite
interestingly, also for the isoselenocyanates there is a
reinforcement of the CSe bond upon N-protonation, but even
stronger than that observed for the selenocyanate analogues.
This as nicely illustrated by the increase in both the
population of the V(C,Se) basin, from about 3.1 e- to 3.7
e-, on average, and the electron density at the BCP (from
0.19 to 0.21 au), which therefore results in a significant
increase of the Wiberg BO, which for the neutral species
was around 2.0 and for the N-protonated ones becomes
typically around 2.4. Simultaneously, the CN bond loses part
of its double bond character (its BO being only 1.48). This
dramatic increase in the CSe BO and in the population of
the V(C,Se) basin points to a significant participation of
mesomeric form d (see Scheme 1), which is indeed con-
firmed by a NRT analysis, which shows this form to become
dominant (52%): the second dominant one (43%) is form a.

Relationship between Stability and Bonding. One ques-
tion remains still to be answered, why are the selenocyanates
halogen derivatives more stable, in general, than the corre-
sponding iso-analogues, whereas for the methyl substituent,
it is the other way around? As we have mentioned above,
the characteristics of the CN and CSe bonds within each
family of isomers are rather constant when the substituents
are halogens but differ significantly when the substituent is
a methyl group. One of the most striking differences is that
on going from the selenocyanates to the iso-derivatives, the
CN linkage becomes significantly weaker for the halogen
derivatives, but not much for the methyl derivative. As a
matter of fact, the ELF of the methyl-isoselenocyanate (see
Figure 2) clearly shows a cylindrical symmetry of the CN
basin, compatible with a dominant triple bond character,
whereas for the F derivative, two connected basins are found
in this region, which are consistent with a double bond
character. The electron density at the CN BCP also reflects
this difference, being larger (0.420 au) for the Me derivative
than for the F derivative (0.410 au). This change would imply
a larger destabilization of the system on going from the
selenocyanate isomer to the iso-analogue when the substitu-
ent is F than when the substituent is Me. To this, some other
important differences in the characteristics of the Se-X and
N-X bonds are to be added. As shown in Figure 2, the
Se-Me bond has a clear covalent character, whereas the
Se-X bond, when X is a halogen atom, is strongly ionic in
character, as reflected by the absence of valence basins in
the Se-X region. The rather large polarizability of Se renders
this interaction very strong. The important consequence is
that the Se-X (X ) F, Cl, Br) bonds are stronger than the
Se-Me bond. As a matter of fact, the calculated Se-F bond
dissociation energy, for instance, is 59 kJ mol-1 greater than
the Se-Me bond dissociation energy. On the other hand the
N-Me bond in the iso-derivatives is significantly stronger
than the N-X (X ) F, C, Br) as clearly illustrated by the
populations of the corresponding V(N,X) basins. This is not

Table 3. Valence Basin Populations for N-Protonated
Selenocyanates and Isoselenocyanates Derivatives

X V(Se) V(Se,X) V(Se,C) V(C,N) V(N) V(N,H) V(X)

F 2 × 2.26 2.52 2.81 2.37 2 × 3.77
2.25

Cl 2 × 2.32 0.94 2.53 2.35 2.36 2 × 3.28
2.74

Br 2 × 2.33 0.99 2.54 2.29 2.35 6.76
2.82

CH3 2 × 2.30 1.35 2.59 2.15 2.33
2.98

X V(Se) V(N,X) V(Se,C) V(C,N) V(N) V(N,H) V(X)

F 2 × 2.37 0.66 1.81 1.33 0.76 2.09 2 × 2.22
1.88 1.33 0.76 2.25

Cl 2 × 2.42 1.12 1.78 1.30 0.77 2.06 2 × 2.63
1.87 1.30 0.77 2 × 0.53

Br 2 × 2.44 1.12 1.73 1.32 0.80 2.02 2 × 2.02
1.87 1.32 0.80 2.54

CH3 2 × 2.47 1.63 1.76 1.36 0.59 2.04
1.81 1.36 0.59

Figure 3. Linear correlation between the calculated proton
affinity (PA) and the population of the V(N) basin for seleno-
cyanate derivatives.
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surprising if one takes into account the fact that the N-X
bond involves two very electronegative atoms when X is a
halogen, and as was the case in the F2 molecule, the bond is
weak because electron density accumulates preferentially in
the vicinity of both atoms rather than in the internuclear
region.68 This is clearly confirmed by the N-X dissociation
energies in the isoselenocyanates derivatives. For example,
the N-Me bond dissociation energy is 149 kJ mol-1 greater
than the N-F bond dissociation energy.

Conclusions

According to our analysis of the bonding in selenocyanates
and isoselenocyanates derivatives in terms of ELF, AIM, and
NBO approaches, there are three main factors which explain
why the former are more stable than the latter when the
substituents are halogens, whereas for alkyl substituents, it
is the other way around: (a) the Se-X (X ) F, Cl, Br) bonds
are much stronger than the Se-X (X ) Me) bonds; (b) the
N-X (X ) F, Cl, Br) bonds are much weaker than the N-X
bonds (X ) Me) ones; (c) on going from the selenocyanates
to the iso-selenocyanates, there is a significant weakening
of the CN bond, which becomes essentially a double bond,
when the substituents are halogen atoms, whereas upon
methyl substitution the CN bond retains its triple bond
character.

The same stability trends are observed for the correspond-
ing N-protonated species. More importantly, the calculated
stability differences are rather similar to those obtained for
the neutral compounds, with the only exception of the methyl
derivative. The obvious consequence is that selenocyanates
and isoselenocyanates exhibit rather similar basicities in the
gas-phase. Only for the methyl derivative, the latter isomer
is 21 kJ mol-1 more basic than the former. Both types of
isomers behave as nitrogen bases in the gas phase.
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Abstract: We report the implementation of the generalized solvent boundary potential (GSBP)
[Im, W.; Bernèche, S.; Roux, B. J. Chem. Phys. 2001, 114, 2924] in the framework of
semiempirical hybrid quantum mechanical/molecular mechanical (QM/MM) methods. Application
of the GSBP is connected with a significant overhead that is dominated by numerical solutions
of the Poisson-Boltzmann equation for continuous charge distributions. Three approaches are
presented that accelerate computation of the values at the boundary of the simulation box and
in the interior of the macromolecule and solvent. It is shown that these methods reduce the
computational overhead of the GSBP significantly with only minimal loss of accuracy. The
accuracy of the GSBP to represent long-range electrostatic interactions is assessed for an
extensive set of its inherent parameters, and a set of optimal parameters is defined. On this
basis, the overhead and the savings of the GSBP are quantified for model systems of different
sizes in the range of 7000 to 40 000 atoms. We find that the savings compensate for the overhead
in systems larger than 12 500 atoms. Beyond this system size, the GSBP reduces the
computational cost significantly, by 70% and more for large systems (>25 000 atoms).

1. Introduction

In the past decade, hybrid quantum mechanical/molecular
mechanical (QM/MM) methods have gained popularity for
the simulation of biomolecules and are now frequently used
for the calculation of free energy differences.1-11 In the
context of this development, the treatment of long-range
electrostatic interactions in QM/MM simulations attracted
significant attention. The accurate description of long-range
electrostatic interactions was found to be imperative for
meaningful simulations of biomolecular systems, since
electrostatic interactions strongly influence their structure and
function.12-15 While the development of efficient and
accurate methods to treat these interactions has been an active
area of research in the field of classical simulations for a
long time, these techniques are only recently adapted to QM/
MM methods due to the technical difficulties introduced by
the QM atoms.

For the case of periodic boundary conditions (PBC), Ewald
summation is an established method to compute the elec-
trostatic energy and forces of an infinite periodic array of
systems without significant truncations.16-18 Therefore, the
applicability of the Ewald summation method has been
extended to hybrid QM/MM simulations with semiempirical
QM Hamiltonians.19-21 Unfortunately, application of these
methods to large nonperiodic biomolecules is affected by
serious problems. The imposed periodicity may lead to
significant artifacts22-24 and even qualitatively wrong results
unless the molecule is solvated in a solvent box of adequate
size.25 Thus, the number of solvent molecules is necessarily
large and increases the computational costs massively, such
that the Ewald summation method can only be used for
small- to medium-sized biomolecules.

Very often, however, one is interested in simulating the
behavior of a large biomolecule in infinite dilution, and
alternative approaches were devised to facilitate these
computations. For biochemical reactions that proceed in a
localized region of the macromolecule, boundary potentials* Corresponding author. E-mail: thiel@mpi-muelheim.mpg.de.
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are an especially attractive approach.26-37 Within this
approach, the system is subdivided into an inner region,
containing the active site and the adjacent part of the enzyme,
and an outer region, containing the rest of the enzyme and
the outer solvent molecules. While the inner region is
simulated atomistically, the effect of the outer region onto
the inner region is mimicked by the boundary potential.
Ideally, the boundary potential is designed such that the
statistical properties of the inner region interacting with the
boundary potential are the same as those of the full solvated
macromolecule. Although this may be formulated rigorously
as an integration over the outer region degrees of freedom,37

an efficient implementation necessitates the introduction of
further approximations.

In the generalized solvent boundary potential (GSBP),
developed by Im et al. in 2001, the outer region solvent
molecules are described by a continuous polarizable dielectric
and the outer region charge distribution by fixed point charges.38

Electrostatic interactions with the outer region macromolecule
and solvent molecules are separated into a solvent-shielded static
field created by the outer region point charges interacting with
the dielectric, and a dynamic reaction field induced by interac-
tion of the inner region charge distribution with the dielectric.
A great advantage of the GSBP is that the dynamic reaction
field term can handle irregularly shaped macromolecule/solvent
boundaries. Accuracy and efficiency of the GSBP in classical
simulations were validated by studies on aspartyl-tRNA
synthetase38,39 and the KcsA potassium channel.38 In 2005, Cui
and co-workers adapted the GSBP method to the QM/MM
framework as a means to treat long-range electrostatic interac-
tions in QM/MM simulations accurately and to describe QM/
MM and MM/MM interactions in a balanced way.40 Here, the
self-consistent-charge density-functional tight-binding (SCC-
DFTB)41 method was chosen as the QM Hamiltonian. The
accuracy of the SCC-DFTB/MM/GSBP approach was evaluated
by comparison to results from Ewald/PBC calculations on small
model systems. The SCC-DFTB/MM/GSBP method was found
to provide quantitatively very similar results at significantly
lowercomputationalcostscomparedtoEwald/PBCmethods.42-44

The fixation of the outer region atoms is a fundamental
assumption in the GSBP that allows for a closed-form expres-
sion for the electrostatics.38 While this assumption is valid in
many cases, the use of the GSBP was found to be problematic
if the macromolecule underwent major conformational changes
during the course of a reaction.44 For the investigation of
localized processes in large macromolecules, the SCC-DFTB/
MM/GSBP approach proved to be an efficient and accurate
method and was applied subsequently to study several biological
systems.45-48

The use of the GSBP is connected with a significant
overhead. Initially, the solvent-shielded static field and the
matrix representation of the reaction field Green’s function have
to be calculated. Computation of the reaction field matrix
implies solving several hundred linearized Poisson-
Boltzmann (PB) equations and is therefore rather demanding.
Furthermore, the accuracy of the GSBP and the costs of its
overhead strongly depend on the choice of parameters that are
inherent to the GSBP and the finite-difference solution of the
PB equation. To the best of our knowledge, a systematic

determination of the best parameters for the GSBP has not been
pursued up to date. In this study, we determine a set of
parameters that provide the accuracy that is necessary to mimic
the effect of the outer region at optimal computational costs.
On the basis of these parameters, we quantify the overhead and
the savings related to the GSBP, and estimate the minimum
system size for which the GSBP is more efficient than standard
approaches using nontruncated Coulombic electrostatics. More-
over, we present improved algorithms that decrease the costs
for computation of the reaction field matrix significantly.

Previously, the GSBP method was adapted to the hybrid QM/
MM framework exclusively in combination with the SCC-
DFTB Hamiltonian for the QM region.40 In light of the success
of reaction-specific parametrizations of semiempirical methods
based on the neglect of diatomic differential overlap (NDDO)
approximation in QM/MM simulations49-53 and the widespread
use of NDDO-based QM/MM methods in general,11 we found
it desirable to adapt and implement the GSBP as an efficient
means to treat long-range electrostatics in NDDO-based QM/
MM simulations. This interest is further substantiated by recent
findings that NDDO-based methods are more reliable for certain
properties and systems,54 and that the use of SCC-DFTB may
be problematic for specific systems.55 Accordingly, we adapted
the GSBP for NDDO-based QM/MM approaches and present
the implementation in this work.

2. Theory

In this section, we briefly review the theoretical background
of the GSBP for classical MM simulations38 and its QM/
MM implementation.40 Thereafter, the adaptation to NDDO-
based QM/MM methods and strategies to accelerate com-
putation of the reaction field matrix are presented.

2.1. GSBP for MM Methods. Consider a macromolecule
R surrounded by N solvent molecules. In a boundary potential
approach, the system is subdivided into an inner region that
contains the inner part of the macromolecule and the n inner
solvent molecules, and an outer region that contains the outer
part of the macromolecule and the N - n outer solvent
molecules. Statistical expectation values depending only on
the degrees of freedom of the inner region (Ri, 1,..., n) can
be calculated by integrating out the outer region contribu-
tions. The influence of the outer region on the inner region
can be described rigorously by means of the potential of
mean force (PMF) W(Ri, 1,..., n).

e-�W(Ri,1,...n) ) 1
C∫′

dRo d(n+ 1) ... dNe-�U(R,1,...,N) (1)

Here, C denotes an arbitrary integration constant, and the
primed integral indicates integration over the degrees of
freedom of the outer region (Ro, n + 1,..., N) including only
those configurations with all outer region atoms outside the
inner region. Beglov and Roux demonstrated that the PMF
is related to the reversible thermodynamic work necessary
to assemble the inner region.37

W(Ri, 1, ..., n))U(Ri, 1, ..., n)+∆Wcr +
∆Wnp(Ri, 1, ..., n)+∆Welec(Ri, 1, ..., n) (2)

The contribution to the PMF that arise from the configu-
rational restrictions and the nonpolar and the electrostatic
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interactions are denoted ∆Wcr, ∆Wnp, and ∆Welec, respec-
tively. U is the potential energy of the isolated inner region
that includes bonded and nonbonded (van der Waals and
electrostatic) terms.

The goal of the GSBP is to provide an efficient and
accurate approximation to the electrostatic contribution to
the PMF. Therefore, the outer region solvent molecules are
described by a polarizable dielectric continuum (PDC) and
the outer region macromolecule by fixed point charges. The
electrostatic contributions to the PMF now consist of the
direct Coulombic interactions of inner and outer region
(Uelec

io ), and the solvation free energy resulting from interac-
tion with the PDC (∆Welec

solv). Representing the charge
distribution of the outer macromolecule and the inner region
by point charges qA, the electrostatic solvation free energy
can be calculated as

∆Welec
solv ) 1

2∑A

qAφrf(rA) (3)

where the reaction field potential φrf(r) is the difference of
a reference electrostatic potential computed in vacuum, φv(r),
and the electrostatic potential computed in solution, φs(r).
The electrostatic potentials are obtained by solving the
linearized Poisson-Boltzmann (PB) equation

∇ [ε(r) ∇ φ(r)]- κ
2(r)φ(r))-4πF(r) (4)

with the charge density of all explicit atoms F(r), the space-
dependent dielectric constant ε(r), and modified Debye-
Hückel screening factor κj(r).56 The solvation free energy
term is problematic, since during sampling of the inner region
configurations the PB equation would have to be solved for
each configuration which is prohibitively expensive. To
isolate the dynamic properties, the charge distribution is
separated into an inner and outer part.

F(r))Fi(r)+Fo(r) (5)

In consequence, the electrostatic solvation free energy splits
up into three terms: outer-outer, inner-outer, and inner-inner
contributions.

∆Welec
solv )∆Welec

oo +∆Welec
io +∆Welec

ii (6)

The first term, ∆Welec
oo , stems from the interaction of the outer

region charge distribution with the self-induced reaction field
and is constant throughout sampling. The inner-outer
contribution arises from the interaction of the inner region
charge distribution with the reaction field that is induced by
the outer region charge distribution. Calculation of the
Coulombic interaction of the inner and outer region can
be combined very efficiently with the calculation of the
inner-outer contribution to the solvation free energy.

∆Welec
io +Uelec

io ) ∑
A∈ inner

qAφrf
o (rA)+Uelec

io

) ∑
A∈ inner

qAφs
o(rA) (7)

The outer region being fixed, the electrostatic potential of
the outer region charges in solution, φs

o(r), has to be computed
only once and is valid for all inner region configurations. As

the interaction with all outer region point charges and solvent
molecules is substituted by an interaction with a static potential,
computational costs are reduced massively. However, computa-
tion of the inner-inner contribution

∆Welec
ii ) 1

2 ∑
A∈ inner

qAφrf
i (rA) (8)

remains problematic because φrf
i (r) depends on the inner

region configuration. To circumvent repeated solution of the
PB equation, the inner region charge distribution is projected
onto a set of basis functions {bn}:

Fi(r))∑
n

cnbn(r) (9)

For a set of orthonormal basis functions, the expansion
coefficients cn are the generalized multipole moments Qn of
the charge distribution:

Qn ) ∑
A∈ inner

qAbn(rA) (10)

Finally, the reaction field Green’s function which deter-
mines the inner reaction field potential

φrf
i (r))∫ dr ′ Fi(r′)Grf(r, r′) (11)

is projected onto the same basis set. Using Mmn, the matrix
representation of Grf, the inner-inner electrostatic contribu-
tion to the PMF can be expressed as

∆Welec
ii ) 1

2∑mn

QmMmnQn (12)

This leads to the final expression for the electrostatic
contribution to the PMF

∆Welec ) ∑
A∈ inner

qAφs
o(rA)+ 1

2∑mn

QmMmnQn (13)

In MD simulations employing the GSBP, the inner region
atoms move on the PMF surface that is defined as

W(Ri, 1, ..., n))U(Ri, 1, ..., n)+∆Wcr +∆Wnp +

∑
A∈ inner

qAφs
o(rA)+ 1

2∑mn

QmMmnQn(14)

2.2. GSBP Implementation for NDDO-Based QM/
MM Methods. Extension of the GSBP to general QM/MM
methods necessitates further subdivision of the inner region into
QM and MM regions, since it is natural to assume that the QM
region lies within the inner region. Consequently, the inner region
charge distribution splits up into QM and MM charge distributions
that interact separately with the static outer region field, φs

o, and
the reaction field Green’s function, Grf. Equation 13 has to be
modified as follows to account for these changes:

∆Welec ) ∑
A∈ MM

qAφs
o(rA)+∫ drFQM(r)φs

o(r)+

1
2∑mn

Qm
QMMmnQn

QM +∑
mn

Qm
QMMmnQn

MM,cs +

1
2∑mn

Qm
MMMmnQn

MM (15)
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The main issue that arises when introducing QM atoms into
the GSBP framework is the representation of the QM charge
distribution in the terms that describe the interaction with
the outer region field and the reaction field. As NDDO-based
semiempirical QM methods use only a minimum set of
relatively tight basis functions, we decided to represent the
QM charge distribution by a set of Mulliken charges.57 Now,
the QM-dependent terms in eq 15 can be calculated in close
analogy to the MM terms

∫ dr FQM(r)φs
o(r)) ∑

A∈ QM

qA
Mull

φs
o(rA) (16)

and

Qn
QM )∫ dr FQM(r)bn(r)) ∑

A∈ QM

qA
Mullbn(rA) (17)

Here, qA
Mull are the Mulliken charges representing the QM

charge distribution, and Qn
QM are the multipole moments of

the QM charge distribution. Still, we are facing two technical
difficulties. First, electrostatic interactions at the QM-MM
boundary need to be treated with special care to avoid
overpolarization of the QM electron density. Thus, the QM
electron density does not interact with the full MM
charge distribution but with a modified one. In this work,
we implemented the GSBP for use in combination with the
charge-shift scheme,58 and therefore, the QM charge distri-
bution interacts with the reaction field potential that is
induced by the charge-shifted MM charges (MMcs) (fourth
term in eq 15), with

Qn
MM,cs ) ∑

A∈ MMcs

qAbn(rA) (18)

Second, using electronic embedding,59 the QM wave
function interacts with all MM point charges and the PDC.
Hence, the GSBP contributions have to be accommodated
at the level of the self-consistent field (SCF) iterations during
optimization of the wave function by addition of the
following terms to the Fock matrix.

Fµν
GSBP )-1

2
δµν[ΩC +ΩD]-

1
2

δµν ∑
A∈ QM

qA
Mull[ΓCA +ΓDA]; µ ∈ C, ν ∈ D(19)

Here, µ and ν denote basis functions attached to the QM
atoms C and D, respectively. The atom-dependent matrices
ΩC and ΓCA are defined as

ΩC ) φs
o(rC)+∑

mn

bm(rC)MmnQn
MM,cs (20)

and

ΓCA )∑
mn

bm(rC)Mmnbn(rA) (21)

Moreover, the GSBP also affects the atomic forces, and its
contribution to the analytic gradient can be evaluated by
taking the first derivative of the GSBP contribution to the
PMF with respect to the atomic coordinates. In the case of
a QM atom, the analytic derivative takes the following form

∂

∂rA
∆Welec ) qA

Mull ∂

∂rA
φs

o(rA)+ ∑
B∈ QM

∂qB
Mull

∂rA
φs

o(rB)+

∑
mn

[ ∂

∂rA
Qm

QM]Mmn[Qn
QM +Qn

MM,cs](22)

where the derivatives of the QM multipole moments are
calculated as

∂

∂rA
Qm

QM ) qA
Mull ∂

∂rA
bm(rA)+ ∑

B∈ QM

∂qB
Mull

∂rA
bm(rB) (23)

In contrast to a previous implementation of the GSBP for
hybrid QM/MM approaches,40 we found it necessary for
NDDO-based QM methods to include the contribution from
coupled Mulliken charge derivatives, ∂qA

Mull/∂rB, to compute
accurate gradients of the QM atoms. Using only one-center
Mulliken charge derivatives, ∂qA

Mull/∂rA, a mean absolute
deviation (MAD) of the components of the QM gradient in
the range of 10-3 au was observed (compared with finite-
difference reference values). Incorporating the contribution
from the coupled Mulliken charge derivatives reduces the
MAD to the order of 10-5 au which is sufficiently accurate.
Although Mulliken charge derivatives take a very simple
form in the NDDO approximation

∂

∂rB
qA

Mull )-∑
R∈ A

∂

∂rB
PRR (24)

their computation is complicated, since the coupled-perturbed
SCF (CPSCF) equations have to be solved to calculate the
derivatives of the SCF density matrix.60,61

In the case of an MM atom, the evaluation of the derivative
of the GSBP contribution to the PMF is less demanding:

∂

∂rA
∆Welec ) qA

∂

∂rA
φrf

o (rA)+

qA∑
mn

[ ∂

∂rA
bn(rA)]Mmn[Qn

QM +Qn
MM] (25)

2.3. Computation of the Reaction Field Matrix. Al-
though the reaction field matrix is formally the matrix
representation of the reaction field Green’s function, the
computation of this matrix follows a different approach that
exploits the fact that its mnth element corresponds to the
interaction of bm with the reaction field induced by bn.38

Mmn )∫ dr bn(r)φrf(r;bm(r)) (26)

To calculate φrf(r;bm(r)), it is necessary to solve the PB
equation with the dielectric boundary defined by the mac-
romolecule, and the charge distribution defined by bm in the
inner region and set to zero in the outer region, for vacuum
and solvent conditions. Since a standard GSBP calculation
employs about 400 basis functions,38 computation of the
reaction field matrix implies solving the PB equation about
800 times. This procedure is computationally expensive and
dominates the GSBP-related overhead. Therefore, three
approaches to accelerate computation of the reaction field
matrix are presented in this section.

2.3.1. Coarsening of the Inner Region. In finite-difference
solutions of the PB equation, the boundary values are
commonly set using the Debye-Hückel expression56
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φi )∑
j

qje
-κrij

εrij
(27)

that implies summation over all point charges qj for each
boundary point φi. With a continuous charge distribution in
the inner region, determination of the boundary values
becomes computationally expensive. In the original GSBP
work, a focusing procedure62 is used to reduce these
computational costs. In this procedure, the PB equation is
first solved for a rough outer grid (grid I) with large spatial
extent. Subsequently, a fine inner grid (grid II) focusing on
the inner region with boundary values defined by grid I is
used to calculate an accurate electrostatic potential. However,
even when such a focusing procedure is used, determination
of the boundary values of grid I still has a significant share
of the computational costs. Since the boundary points of grid
I are far from the inner region and the “charge” in the outer
region is zero, a less accurate representation of the basis
function in the inner region is expected to be sufficient.
Therefore, we introduce the “coarsening of the inner region”
(CIR) approximation that utilizes a very rough grid (grid III)
to represent the “charge” distribution that is only used to
determine the boundary values of grid I. The mesh size of
grid III is the product of the new CIR factor and the mesh
size of grid I; i.e., a CIR factor of 1.0 corresponds to a
standard focusing procedure.

2.3.2. Linear Interpolation. In view of the large distance
between the boundary points of grid I and the inner region,
it is evident that the boundary values are slowly varying.
Therefore, we introduce a simple interpolation scheme that
reduces the number of explicitly determined boundary values
significantly. On the edges every second and on the faces
every fourth boundary value is calculated using the
Debye-Hückel expression. The remaining boundary values
are determined by linear interpolation from the adjacent four
or two boundary points. This scheme is illustrated in Figure
1. For an example grid with 1003 points, the linear interpola-
tion scheme reduces the number of explicitly determined
boundary values from 58 416 to 14 802.

2.3.3. Modified Stripping. In a finite-difference solution
to the PB equation with zero salt conditions, the potential at
a particular grid point, φ0, is updated using the potential at
the six nearest neighbors, φi, the dielectric constants εi at
the midpoints between φ0 and φi, and the charge q0 assigned
to that grid point.

φ0 )
∑
i)1

6

εiφi + 4πq0 ⁄ h

∑
i)1

6

εi

(28)

Here, h is the distance between two grid points. This
procedure implies 13 additions, 7 multiplications, and 1
division per grid point. Honig et al. demonstrated63 that the
number of mathematical operations can be reduced signifi-
cantly for most grid points. For a point with zero charge
that is surrounded by a uniform dielectric constant, eq 28
simplifies to

φ0 )
1
6∑i)1

6

φi (29)

Updating these points requires only 6 additions and 1
multiplication. This procedure is termed “stripping” because
the points are updated separately.63 As a continuous charge
distribution is used in the computation of the reaction field
matrix, there are no points without charge in the inner region.
Therefore, we apply a “modified stripping” approach and
drop the zero charge condition: for all points surrounded by
a uniform dielectric constant with arbitrary charge, we
simplify eq 28 as follows:

φ0 )
1
6∑i)1

6

φi +
2πq0

3hε
(30)

Although three additional operations per grid point (one
addition, one multiplication, and one division) are necessary
compared to the standard stripping approach, modified
stripping offers computational savings since it is applicable
to a significantly larger number of grid points.

3. Computational Details

The GSBP was implemented in a developmental version of
the modular program package ChemShell.58 The energy and
gradient evaluations for the QM part were performed with
the MNDO2004 program that was modified locally to
account for the GSBP contribution. The AM1 method was
chosen as the QM Hamiltonian.64 The SCF convergence
criterion was 10-8 eV. For the MM part, the DL_POLY65

code was employed to run the CHARMM22 force field.66

The PB equation was solved with our new ChemShell PB
module that uses the optimal successive over-relaxation
method in combination with Gauss-Seidel relaxation to
compute the electrostatic potential.63,67 A convergence
criterion of 2 × 10-5 au was employed for the maximum
absolute change in every grid point. If not stated otherwise,
the dielectric constants of the macromolecule, εm, and the
solvent, εs, were set to 1 and 80, respectively. van der Waals
radii from the CHARMM22 force field were used to define

Figure 1. Interpolation scheme used to define boundary
values in finite-difference solutions of the PB equation. Black
circles represent boundary points that are set using the
Debye-Hückel expression. White circles represent boundary
points that are set by interpolation.
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the dielectric boundary. All calculations for which timings
are reported were performed serially on 2.6 GHz AMD
Opteron machines with 16 GB of memory.

4. Optimization of Parameters

The accuracy and the efficiency of the GSBP strongly depend
on the values that are chosen for its inherent parameters. In
this section, we determine a set of optimal values for the
mesh sizes of the inner and outer grid, the CIR factor, and
assess the accuracy of the approximations that were intro-
duced in section 2.3.

4.1. Static Outer Region Field. The reliability of the
static solvent-shielded outer region field, φs

o, to mimic the
electrostatic potential in the inner region is judged by
comparison to the exact Coulombic potential. In vacuum
environment, i.e., with εm ) εs ) 1, the electrostatic
interactions between the inner and outer region have to be
identical when using the electrostatic potentials from solution
of the PB equation or the Coulomb expression. A model
system consisting of a threonine molecule solvated in a
TIP3P water ball with 30 Å radius and 4175 water molecules
was set up for this study. By means of classical molecular
dynamics (MD) simulation, 10 different configurations of
this model system were generated. For each configuration,
the center of the inner region was taken to be the CR carbon
of threonine. All molecules with any atom within 18 Å from
the center were assigned to the inner region. Depending on
the configuration, the inner region contained between 2858
and 2978 atoms. As the electrostatic interaction energy varies
with the size of the inner region, we averaged over the
absolute percentage deviation in the electrostatic interaction
energy.

On average, the vacuum electrostatic interaction between
the inner and outer region (Uelec

io ) was -3096.2 ( 243.5 kcal/
mol. The average absolute percentage deviation was calcu-
lated for all combinations of outer grid mesh sizes of 1.0,
1.25, 1.5, 1.75, 2.0, and 2.5 Å, and inner grid mesh sizes of
0.25, 0.4, 0.6, and 0.8 Å. The results given in Table 1 indicate
that the interaction energy calculated from the PB electro-
static potential is very accurate. All mesh size combinations
provide average deviations <0.3% if the inner grid spacing
is e0.6 Å, indicating that 0.6 Å is reasonable choice for the
inner grid spacing. For the outer grid, no reliable correlation
was found between mesh size and accuracy.

To ensure that the accuracy is not euphemized by
cancelation of errors, we also assess the reliability of the

electrostatic forces in the inner region. For this purpose, the
MAD of the electrostatic force components of all atoms
inside spherical active regions with radii of 15 and 17 Å
were computed for each configuration. In Table 2, the
average of the MADs is given for all mesh size combinations.
For both active regions, the accuracy of the electrostatic
forces seems to be rather independent of the mesh sizes.
Within 15 Å of the center of the inner region, computation
of the electrostatic forces based on the potential from the
PB equation is quite accurate with average MADs around 4
× 10-5 to 8 × 10-5 au. The average deviation increases by
a factor of 4-5 if the radius of the active region is extended
to 17 Å. For each active region, there is only a very weak
correlation between accuracy and mesh size. However, the
accuracy strongly depends on the size of the active region.
In Figure 2, the average MAD for one mesh size combination
(0.6 and 1.75 Å) is plotted as a function of the radius of the
active region. This figure shows that the accuracy is very
high for radii of up to 16 Å, then the deviation increases

Table 1. Average Absolute Percentage Deviation [%] of
the Electrostatic Interaction between Inner and Outer
Region Computed from the PB Electrostatic Potential with
Different Mesh Sizes of the Inner and Outer Grid

inner grid size (Å)

outer grid size (Å) 0.25 0.40 0.60 0.80

1.00 0.13 0.14 0.22 0.55
1.25 0.16 0.28 0.26 0.61
1.50 0.25 0.28 0.28 0.62
1.75 0.21 0.28 0.28 0.64
2.00 0.23 0.16 0.24 0.61
2.50 0.25 0.27 0.27 0.60

Table 2. Average Mean Absolute Deviation (10-4 au) of
the Electrostatic Forces Computed from the PB
Electrostatic Potential for Different Mesh Sizes of the Inner
and Outer Grid Used for Solving the PB Equationa

inner grid size (Å)

outer grid size (Å) 0.25 0.40 0.60 0.80

15 Å Active Region
1.00 0.63 0.34 0.52 0.72
1.25 0.52 0.64 0.58 0.58
1.50 0.77 0.68 0.60 0.59
1.75 0.76 0.79 0.76 0.75
2.00 0.74 0.39 0.55 0.76
2.50 0.86 0.66 0.59 0.61

17 Å Active Region
1.00 2.13 1.98 2.36 2.85
1.25 2.02 2.27 2.42 2.72
1.50 2.28 2.31 2.43 2.73
1.75 2.27 2.42 2.58 2.87
2.00 2.26 2.03 2.39 2.88
2.50 2.37 2.28 2.43 2.75

a Active regions with radii of 15 and 17 Å were chosen.

Figure 2. Average mean absolute deviation (MAD) of the
electrostatic forces of all atoms inside the active region as a
function of the radius of the active region. Mesh sizes of 0.6
and 1.75 Å were used for the inner and outer grid, respec-
tively. The radius of the inner region is 18 Å (see text).
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strongly. This behavior is identical for all mesh size
combinations.

Keeping in mind the size of the inner region (18 Å, see
above), we conclude that a grid-based PB potential is not
adequate to represent the details of the electrostatic potential
of the outer region in close proximity to the outer region.
Although these inaccuracies are likely to have only an
insignificant effect on the region of interest if the size of the
inner region is adequate, we recommend to keep all atoms
in the outer 2-3 Å layer of the inner region fixed, since
such a frozen layer will increase the reliability of the GSBP.
A mesh size of 0.6 Å for the inner grid seems to provide an
ideal tradeoff between accuracy and computational costs. The
results are not clearcut concerning the outer grid mesh size
where the accuracy seems to be rather independent of the
mesh size. This indicates that the electrostatic potential is
only slowly varying at the boundary of the inner grid. To be
on the safe side, we opted for an outer grid spacing of
1.75 Å.

4.2. Reaction Field Matrix. In section 2.3, three ap-
proaches to accelerate computation of the reaction field
matrix were presented. While the modified stripping tech-
nique provides speed-up without loss of accuracy, the CIR
and the linear interpolation approaches are approximations
to define the boundary values more efficiently. Therefore,
the computational savings and the associated loss of accuracy
of these methods have to be analyzed.

For this assessment, one configuration of our model system
with an inner region of 2978 atoms was selected. Spherical
harmonics with multipole moments up to 20th order (L )
0-19), i.e., 400 basis functions, were used to represent the
charge distribution. The previously determined best mesh
size combination of 0.6 and 1.75 Å for the inner and outer
grid was employed. The accuracy of the reaction field matrix
was assessed by comparing the GSBP results for the
solvation free energy of the inner region (∆Welec

ii ) to the
results of a finite-difference solution of the PB equation
without a basis set representation, i.e., in the complete basis
set limit.

The accuracy and the costs for computation of the reaction
field matrix were tested for CIR factor values of 1.0, 1.5,
2.0, 2.5, and 3.0 in combination with the standard Debye-
Hückel (DH) method and the DH expression with linear
interpolation (DHLI). The results are given in Table 3. The
combination of a CIR factor of 1.0 with DH boundary values
corresponds to the standard GSBP method that reproduced
the free solvation energy very well. With the selected basis
set, about 97% of the free solvation energy is recovered.
These results are certainly satisfying and support the finding
of Im et al. that the solvation free energy is sufficiently
converged with a basis set of this size.38 If the CIR factor is
increased to 1.5, 2.0, or 2.5, the deviation increases by only
0.2 kcal/mol from 3.73 to 3.93 kcal/mol. At the same time,
computational costs are reduced by 54% from 8.22 h to only
3.79 h. The DHLI method proves to be similarly efficient.
With a CIR factor of 1.0 and DHLI boundary values, the
deviation increases by only 0.01 kcal/mol relative to DH
boundary values and the computational costs are reduced
by 45% to 4.53 h. Unfortunately, these two methods cannot

be combined without loss of efficiency. The DHLI method
in combination with a CIR factor of 2.5 yields a deviation
of 3.94 kcal/mol (i.e., 0.21 kcal/mol higher relative to the
standard GSBP method), but the computational costs are
merely reduced from 3.79 to 3.38 h relative to the DH
method with a CIR factor of 2.5. Considering the computa-
tion time for zero boundary values, it is understandable that
the CIR and the DHLI method cannot be combined without
loss of efficiency. Using zero boundary values, the relative
computation time drops to 40.65%. Hence, in a standard
reaction field matrix computation, about 60% of the com-
putation time is used to define the boundary values. As either
method, DHLI or CIR, reduces the computational costs for
this step to only a fraction, combining the two methods gives
only marginal extra savings. Overall, the combination of
DHLI with a CIR factor of 2.5 reduces the computational
costs by about 60% with minimal loss of accuracy. We also
note that the computation time for this calculation increases
by 10% without modified stripping (Table 3).

In summary, we have found that the GSBP yields reliable
results for the electrostatic potential and the free solvation
energy at moderate computational costs using a recom-
mended parameter set with an inner grid spacing of 0.6 Å,
an outer grid spacing of 1.75 Å, a CIR factor of 2.5, and
DHLI boundary values.

Concluding this section, it seems worthwhile to reiterate
the reference that was used to assess the performance of the
GSBP. We have confirmed that the GSBP provides an
accurate representation of the electrostatic potential that arises
from the fixed outer region point charges and the PDC. This
does not necessarily imply that a biomolecular simulation
with the GSBP will be realistic in a chemical sense. Whether
application of the GSBP is reasonable, and which choice is
appropriate for physical parameters like the size of the inner
region or the dielectric constants, is highly system-specific
and beyond the scope of this study.

5. GSBP Efficiency

As the application of the GSBP is linked with a significant
overhead, it is of interest to quantify the computational costs

Table 3. Accuracy and Computational Costs of the
Reaction Field Matrix Calculation Using Different
Approximations To Define the Boundary Values (See Text)

boundarya
CIR

factor ∆Welec
ii (kcal/mol)

deviationb

(kcal/mol)
time
(h)

rel
time (%)

DH 1.0 -120.27 3.73 8.22 100.00
DH 1.5 -120.07 3.93 4.83 58.81
DH 2.0 -120.10 3.91 4.01 48.78
DH 2.5 -120.08 3.93 3.79 46.08
DH 3.0 -119.21 4.80 3.56 43.28
DHLI 1.0 -120.26 3.74 4.53 55.11
DHLI 1.5 -120.06 3.95 3.68 44.80
DHLI 2.0 -120.08 3.92 3.54 43.05
DHLI 2.5 -120.06 3.94 3.38 41.19
DHLI no MSc 2.5 -120.06 3.94 3.71 45.17
DHLI 3.0 -119.20 4.81 3.33 40.54
ZERO - -116.38 7.62 3.34 40.65

a DH, Debye-Hückel; DHLI, Debye-Hückel with linear
interpolation; ZERO, all boundary values are set to zero.
b Deviation ) calcd - ref. c No modified stripping.
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and savings related to the GSBP. In this section, the
efficiency of the GSBP is documented for model systems of
different sizes that were generated by solving one threonine
molecule in TIP3P water balls with radii increasing from
25 to 45 Å. As in the previous calculations, the inner region
was centered on the CR carbon of threonine and contains all
molecules with any atom within 18 Å of the center. While
the inner region consists of 2738 atoms for all models, the
overall system size increases from 7205 atoms to 41 468
atoms with increasing radius.

A detailed analysis of the computation times related to a
MD simulation using either a standard approach with
nontruncated Coulombic electrostatics or the GSBP is given
in Table 4 and illustrated in Figure 3. This data provides
interesting insights into the applicability and efficiency of
the GSBP. First of all, the computation time for the GSBP
overhead, i.e., calculation of the reaction field matrix and
the static field, is almost constant and increases only slightly
from 3.4 to 3.5 h when increasing the system size by a factor
of 6. Also the computation time of a single GSBP MD step
is almost constant at 5.4 s. For a standard MD step with full
electrostatics in contrast, the computation time increases from
2.0 to 43.7 s. Accordingly, impressive savings per step can
be achieved if the GSBP is used for extended systems.

However, the GSBP is not always more efficient than full
electrostatics. For the two smallest systems, even a single
MD step is computationally more expensive with the GSBP
(in addition to the initial overhead). This can be attributed
to two factors. First, with the GSBP several additional terms
have to be computed for each step, such as the Ω and Γ
matrices that allow interaction with the QM code, the
multipole moments, Qn, and their derivatives, Qn

x (see eqs
19 and 23). Especially, the computation of all multipole
moment derivatives for each degree of freedom is laborious
and increases the GSBP step time by roughly 4.5 s for all
system sizes. Second, evaluation of the QM energy and
gradient is computationally more expensive with the GSBP,
since the QM part takes 0.3 s with the standard approach
and 0.5 s with the GSBP. This can be traced back to the
calculation of the SCF density derivatives that is not
necessary in a pure QM/MM calculation. However, these
factors are dominant only for small systems. With increasing
system size, evaluation of the QM energy and gradient
becomes more efficient in the GSBP, due to the fact that the
calculation of the numerous one-electron integrals in the
standard electronic embedding procedure becomes more
expensive than the solution of the CPSCF equation for
large systems with 12 000 atoms and more. Moreover, we
note that introduction of coupled Mulliken charge derivatives
(to ensure accurate gradients) increases the computational
costs of the GSBP method only marginally. The computation
time for the MM part remains constant at about 1.0 s when
using the GSBP, providing the main contribution to the
GSBP savings.

Overall, in the chosen example, we start to see minor
savings for a system with 12 500 atoms. Assuming an MD
step size of 1 fs, the first 15 ps of simulation time are needed
to compensate for the GSBP overhead, and afterward the
computation time per step is reduced by 13%. Hence, in
typical semiempirical QM/MM MD simulations, the breakeven
point between the GSBP and Coulombic electrostatics
without truncations appears at a system size of around 12 500
atoms. Significant savings are achieved for larger systems.
In simulations of the 37.5 Å system with 24 110 atoms, only
937 steps are necessary to compensate for the GSBP
overhead, and subsequently, the computation time per step
decreases by more than 70% from 18.7 to 5.3 s. For larger
systems even more impressive savings are observed (Table

Table 4. Computation Times Related to Nontruncated Coulombic Electrostatics and the GSBP Approach for Different
System Sizesa

computation time [s]

radius (Å) atoms overhead normal step GSBP step QM saving MM saving Qn/Qn
x/Ω/Γb saving stepsc

25.0 7205 12166.1 2.0 5.4 -0.2 1.3 4.5 -3.4 -
27.5 9632 12104.2 3.8 5.4 -0.1 3.0 4.5 -1.6 -
30.0 12449 12243.9 6.2 5.4 0.0 5.3 4.5 0.8 15461
32.5 15806 12538.2 8.8 5.2 0.1 7.8 4.3 3.6 3503
35.0 19670 12399.3 13.3 5.3 0.3 12.1 4.4 8.0 1555
37.5 24110 12590.8 18.7 5.3 0.5 17.3 4.3 13.4 937
40.0 29234 12511.0 25.2 5.4 0.7 23.6 4.5 19.8 633
42.5 35042 12761.3 33.4 5.8 0.9 31.6 4.9 27.6 462
45.0 41468 12697.4 43.7 5.3 1.1 41.6 4.4 38.4 331

a Single-step computation times are average values from a sample of 100 steps. b Computation of additional terms related to the GSBP.
c Number of steps necessary to compensate for the GSBP overhead.

Figure 3. Computation times (s) for a single MD step using
nontruncated Coulombic (normal step) or GSBP electrostatics
(GSBP step) as a function of the system size. Furthermore, the
computation times for the GSBP-related terms (Qn/Qn

x/Ω/Γ) are
plotted.
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4). Since in theoretical biochemistry one is frequently
interested in QM/MM simulations of biomolecular systems
with 25 000 atoms and more, the GSBP method offers an
efficient approach to perform such simulations at a fraction
of the computational costs compared to Coulombic electro-
statics without truncation.

6. Conclusions

In this work, we have presented the implementation of the
GSBP for QM/MM approaches using NDDO-based semiem-
pirical QM methods. Moreover, three methods to accelerate
computation of the reaction field matrix were introduced:
coarsening of the inner region, linear interpolation of
Debye-Hückel boundary values, and modified stripping. We
found that a combination of these methods reduces the
computational costs for assembling the reaction field matrix
by 60% with only minimal loss of accuracy. Furthermore,
we studied the accuracy of the GSBP as a function of its
inherent parameters, and defined a set of parameter values
that offer an ideal tradeoff between accuracy and computa-
tional costs. On the basis of theses values, the computational
overhead and the savings of the GSBP were quantified in
QM/MM MD simulations for model systems containing from
around 7000 to more than 40 000 atoms. The breakeven point
where the savings in comparison to nontruncated Coulombic
electrostatics roughly compensate for the overhead was
determined at around 12 500 atoms. For larger systems, the
GSBP showed an impressive performance. Compensation for
the overhead was achieved in less than 1000 MD steps, and
subsequently, the computation time per step decreased by
70% and more compared to nontruncated Coulombic
electrostatics.

The GSBP is thus an efficient and accurate method to
perform semiempirical QM/MM MD simulations on large
biomolecular systems without neglecting or truncating long-
range electrostatics if the outer layer of the inner region is
fixed. It is clearly desirable to achieve similar computational
savings by applying the GSBP in combination with higher-
level QM/MM methods. Work in this direction is currently
under way in our laboratory.
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Abstract: A range of density functional theory methods, including conventional hybrid and meta-
hybrid functionals, a double-hybrid functional, and DFT-D (DFT augmented with an empirical
dispersion term) were assessed for their ability to describe the three minima along the φGly

rotational profile of one particular Tyr-Gly conformer. Previous work had shown that these minima
are sensitive to intramolecular dispersion and basis set superposition error, the latter rendering
MP2 calculations with small to medium-sized basis sets unsuitable for describing this molecule.
Energy profiles for variation of the φGly torsion angle were compared to an estimated CCSD(T)/
CBS reference profile. The hybrid functionals and the meta-hybrid PWB6K failed to predict all
three minima; the meta-hybrid functionals M05-2X and M06-2X and the nonhybrid meta
functional M06-L as well as the double-hybrid mPW2-PLYP and the B3LYP-D method did find
all three minima but underestimated the relative stability of the two with rotated C-terminus.
The best performance was delivered by the most elaborate density functional theory model
employed: mPW2-PLYP-D. Only M06-2X and mPW2-PLYP-D predicted the correct order of
stability of the three minima.

1. Introduction

Intramolecular interactions with aromatic residues are known
to play a crucial role in defining the secondary structure of
peptides and proteins.1 Unfortunately, such interactions are
inherently difficult to describe computationally. Interactions
involving π-electron clouds are affected by electrostatic as
well as dispersion forces, and thus, the computational method
must be able to describe these forces accurately. Most well-
established density functionals like B3LYP do not describe
dispersion forces correctly and are therefore not suitable for
studying molecules containing aromatic rings. Unfortunately,
second-order Møller-Plesset perturbation theory (MP2),
which is the simplest correlated ab initio method, also has
problems describing π-interactions correctly: whereas MP2
does describe both electrostatic and dispersion interactions,
it produces large intramolecular BSSE (basis set superposi-
tion error) values unless very large basis sets are employed.2-4

We encountered these problems recently while studying the

tyrosyl-glycine (Tyr-Gly) dipeptide. MP2 single-point cal-
culations (at B3LYP-optimized geometries) predicted that
the six most stable conformers contain a folded “book”
conformation, whereas B3LYP favored extended conform-
ers.5 MP2 geometry optimization of the book conformers
significantly changed their geometries, increasing their degree
of foldedness and stability relative to extended conforma-
tions. Further studies on the two book conformers that
changed most dramatically from B3LYP to MP2 geometry
optimization, labeled “book4” and “book6” in refs 2 and 3,
showed that neither B3LYP nor MP2, when coupled with
the medium-sized basis set 6-31+G(d), is able to predict
the correct geometry of these conformers.2,3 For book6, the
much more folded structure predicted by MP2 appeared to
be entirely an artifact caused by intramolecular BSSE, and
for this conformer, B3LYP essentially predicted the correct
structure.3 The situation is slightly more complicated for
book4. Here, the B3LYP and MP2 optimized structures
mainly differ in the orientation of the C-terminus, as
characterized by the φGly Ramachandran angle (see Figure
1). Potential energy profiles were created by optimizing the
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book4 structure for fixed φGly values.2 Single-point calcula-
tions were performed with df-MP26 (density-fitted MP2) and
df-LMP26-9 (density-fitted local MP2) using large basis sets
(aug-cc-pVDZ - aug-cc-pVQZ10,11) to reduce the BSSE. The
“df” approximation significantly reduces the cost of the two-
electron-four-index integrals,6 thereby allowing the use of
much larger basis sets than would be feasible with canonical
MP2. The “local” approximation is also designed to reduce
computational cost. In addition, this approximation reduces
the size of the BSSE.12-15 The df-(L)MP2 calculations
showed that there are three minima along the energy profile.
However, neither B3LYP/6-31+G(d) nor MP2/6-31+G(d)
found all three minima, which was attributed to intramo-
lecular BSSE in the MP2 calculations and missing dispersion
in the B3LYP calculations. Thus, neither is a suitable level
of theory to study interactions with π-electron clouds.

Similar problems with intramolecular BSSE have been
encountered recently in other systems containing aromatic
rings. For example, large intramolecular BSSE effects in
MP2 calculations were responsible for predicting the wrong
order of stability of the Phe-Gly-Phe tripeptide,16 whereas a
more extreme example of the effect of intramolecular BSSE
is provided by the series of [n]helicenes.16 Here, the large
number of π-π interactions per benzene ring caused such a
large intramolecular BSSE effect in the MP2 calculations
that clearly absurd results were obtained.

Evidently, reducing the intramolecular BSSE in MP2
calculations by using very large basis sets readily becomes
intractable for large molecular systems. An alternative,
computationally more efficient approach may be to make
use of recent efforts to include dispersion in density
functional theory (DFT). As DFT is much less basis-set
dependent than MP2, intramolecular BSSE effects are much
smaller. Over the last years, many new functionals have been
developed to rectify the deficiencies (in particular, the
inability to describe dispersion correctly) of earlier func-
tionals. In the current work we assess a number of modern
functionals for their ability to reproduce all three minima in
the book4 rotational energy profile. The functionals consid-
ered fall into the following categories: hybrid GGA (general-

ized gradient approximation) functionals, which contain a
percentage of exact Hartree-Fock (HF) exchange, and
hybrid-meta GGAs, which in addition explicitly depend on
the kinetic energy density. We also used one meta-GGA
functional (no Hartree-Fock exchange). The hybrid GGAs
considered include B3LYP,17,18 B97-1,19,20 X3LYP,21 and
BHandH (or BH&H).22 B3LYP is by far the most popular
functional, representing about 80% of the total occurrences
in the literature over 1990-2006.23 B97-1 was found to be
among the functionals that gave the best results for a
combination of thermochemical kinetics and nonbonded
interactions24,25 and was the best-performing functional
without kinetic energy in a study on H-bonded and stacked
structures of formic acid tetramers and formamide tetram-
ers.26 The X3LYP functional was designed for noncovalent
interactions.21 It describes hydrogen bonding accurately27,28

but was found to fail for stacking interactions.29 BHandH
was found to give good results for dispersion systems but
overestimates hydrogen-bonding interactions.30 The meta-
hybrid GGAs considered in this work include PWB6K,31

M05-2X,24 and M06-2X,32 all originating from the Truhlar
group. The nonhybrid (local) meta-GGA M06-L33 also
originates from this group. PWB6K was developed for
thermochemistry and nonbonded interactions31 and has
consistently shown very good performance for noncovalent
interactions.26,34,35 The M05-2X, M06-2X, and M06-L
functionals were developed by Truhlar et al. as part of two
suites of functionals, the M0531,36 and M0633,37,38 series,
intended to yield broad applicability in chemistry. The M06
suite was built on the experience gained with the M05
functionals and essentially supersedes these.37 M06-2X was
shown to perform very well for aromatic-aromatic stacking
interactions,37 though in a recent study on the glycyl-
phenylalanyl-alanine peptide this functional failed to repro-
duce the relative order of stability of sixteen low-lying
peptide conformers.39 M06-L was found to be the only local
functional that outperformed B3LYP using a test set includ-
ing data for main-group thermochemistry, barrier heights,
noncovalent interactions, and transition metal chemistry.37

We also used a double-hybrid density functional, mPW2-
PLYP,40 which was found to perform very well for weak
interactions.41 Double-hybrid functionals can be seen as a
mixture of hybrid DFT and MP2: in addition to mixing in a
portion of exact Hartree-Fock exchange (EX

HF), as done in
hybrid GGAs, double-hybrid functionals also mix in a
fraction of MP2 correlation energy (EC

MP2), calculated with
the hybrid DFT orbitals.42 In the case of mPW2-PLYP, the
exchange and correlation functionals EX

GGA and EC
DFT are

provided by mPW43 and LYP,18 respectively. The total
exchange-correlation energy EXC is then given by

EXC ) (1- a)EX
GGA + aEX

HF + (1- b)EC
DFT + bEC

MP2 (1)

For mPW2-PLYP, the HF-exchange mixing parameter a
and the MP2 correlation mixing parameter b are 0.55 and
0.25, respectively.40

An alternative method to overcome the deficiencies of
density functionals is to augment the functional with an
empirical dispersion term. In this work we have used the

Figure 1. The B3LYP/6-31+G(d) and MP2/6-31+G(d)
optimized geometries of the Tyr-Gly conformer book4.
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DFT-D method of Grimme,44,45 where the dispersion energy
is described by a damped potential of the form C6R-6:

Edisp )-s6 ∑
i-1

Nat-1

∑
j)i+1

Nat C6
ij

Rij
6
fdmp(Rij) (2)

Here, Nat is the number of atoms, C6
ij is the dispersion

coefficient for atom pair ij, s6 is a global scaling factor only
dependent on the density functional used, and Rij is the
interatomic distance. The damping function fdmp is given
by44,45

fdmp(Rij))
1

1+ e-d(Rij⁄Rr-1)
(3)

Here, Rr is the sum of the van der Waals radii. For mPW2-
PLYP the scaling parameter s6 and the damping factor d are
0.40 and 20, respectively.40

It was shown that Grimme’s parametrization yielded
interaction energies that deviated on average by less than
10% from reference CCSD(T) values for a benchmark set
consisting mainly of DNA base pairs and amino acid pairs.46

For π-stacked structures DFT-D gave results in good
agreement with the reference SCS-MP2 (spin-component-
scaled MP2) results.47,48 However, larger deviations were
found for anisole-water and anisole-ammonia, where B3LYP-D
yielded overestimated interaction energies with the ammonia
or water located too close to the anisole molecule.49 This
was attributed to either an overestimated dispersion correction
or to double-counting of electron correlation effects by the
DFT and van der Waals parts of the method, which is
expected to be worse at short-range distances.

In the current paper we show that the meta functionals
(except the older PWB6K) and the double-hybrid functional
as well as the DFT-D methods considered clearly outperform
the conventional hybrid functionals in describing the Tyr-
Gly conformer studied. The overall best agreement with the
estimated CCSD(T)/CBS results is provided by the mPW2-
PLYP-D method (double-hybrid functional, augmented with
an empirical dispersion term).

2. Methodology

2.1. DFT Energy Profiles. The MP2/6-31+G(d) and
B3LYP/6-31+G(d) geometries of the Tyr-Gly conformer
book4 mainly differ in the orientation of the C-terminus, as
characterized by the Ramachandran angle φGly (equaling the
Ccarb(Tyr)-N(Gly)-CR(Gly)-Ccarb(Gly) dihedral angle – see
Figure 1). Energy profiles for rotation around the glycine
N(Gly)-CR(Gly) bond were determined by single-point
energy calculations at structures with φGly values ranging
from 40-310°. These structures were obtained by geometry
optimization at fixed φGly values at the M05-2X/6-31+G(d)
level of theory. The relative energies used to create the
energy profiles were computed relative to the energy of the
conformer with φGly ) 180°. The profiles were computed
with the B3LYP,17,18 B97-1,19,20 X3LYP,21 Gaussian’s
version of Becke’s half-and-half functional BHandH,22

mPW2-PLYP,40 PWB6K,31 M05-2X,24 M06-2X,32 M06-
L,33 B3LYP-D,44,45 and mPW2-PLYP-D50 density functional
methods. The M05-2X profiles were computed with the

6-31+G(d),51-53 aug-cc-pVDZ, and aug-cc-pVTZ10,11 basis
sets. All other DFT profiles were calculated with aug-cc-
pVDZ only. The X3LYP, B97-1, and BHandH calculations
were done with Gaussian 03,54 the PWB6K, M05-2X,
M06-2X, and M06-L calculations were done with
NWChem,55 whereas the mPW2-PLYP, mPW2-PLYP-D,
B3LYP, and B3LYP-D calculations were performed with
ORCA.56 The mPW2-PLYP calculations invoked the RI
(resolution of the identity) approximation (similar to the
density-fitting approach) for the MP2 part, using automatic
generation of a general-purpose fitting basis set. The B3LYP
calculations employed the VWN157 correlation functional
(Gaussian’s definition of the B3LYP functional). The Gauss-
ian calculations used the “UltraFine” integration grid (con-
taining 99 radial shells and 590 angular points per shell),
the NWChem calculations employed the “xfine” grid (125
radial and 1454 angular shells), and the ORCA calculations
employed “grid 6” (default GaussChebyshev radial grid
coupled with 590 angular Lebedev points).

2.2. The Reference Profile. Single-point df-LMP26-9

calculations were performed at the M05-2X/6-31+G(d)
geometries using the aug-cc-pVDZ and aug-cc-pVTZ basis
sets. The corresponding aug-cc-pVDZ-MP2fit and aug-cc-
pVTZ-MP2fit fitting basis sets58 were used for both the df-
HF and df-LMP2 parts of the calculation. The profiles were
also computed with df-HF/aug-cc-pVQZ, whereas df-MP2
and df-LMP2 calculations with the aug-cc-pVQZ/aug-cc-
pVQZ-MP2fit basis set combination were carried out for
selected geometries only (φGly ) 80, 130, 180, 240, and
285°). In the local calculations all pairs were treated as strong
pairs, as recommended to avoid discontinuities on the
potential energy surface due to orbital domain changes.59,60

In addition, single-point calculations with df-LCCSD-
(T0)12,61-63 (density-fitted local coupled cluster with single,
double and perturbative noniterative local triple excitations)
were performed with the aug-cc-pVDZ/aug-cc-VDZ-MP2fit
basis set combination. Df-LCCSD(T0) calculations with aug-
cc-pVTZ/aug-cc-pVTZ-MP2fit were done for φGly ) 180 and
285°, to provide a one-point test of the ECCSD(T)corr/aug-cc-
pVDZ higher-order correlation correction term (see below).
The default selection of the pair classes was used. In the
df-LMP2 and df-LCCSD(T0) calculations the two most
diffuse functions of each angular momentum function were
ignored in the localization to yield better-localized orbitals.
A completion criterion of 0.99 was employed for the orbital
domain selection. Despite treating all pairs as strong pairs
in the LMP2 calculations, at some points along the df-LMP2
and df-LCCSD(T0) profiles the orbital domains changed
slightly, leading to steps in the potential energy curve. We
redid those calculations using the same orbital domains as
used for φGly ) 180°, except in the case of df-LMP2/aug-
cc-pVQZ, where the orbital domains of φGly ) 80° were used,
as these were the same as those of φGly ) 130, 240, and
285° (i.e., only the 180°-domains were different). The df-
LMP2 and df-LCCSD(T0) calculations were done with
Molpro 2006.64

Complete basis set (CBS) CCSD(T) limits were estimated
as follows: the aug-cc-pVDZ and aug-cc-pVTZ df-LMP2
correlation energies, and for selected geometries also the aug-
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cc-pVTZ/aug-cc-pVQZ correlation energies, were extrapo-
lated to the CBS limit using the two-point extrapolation
scheme of Halkier et al.65

EMP2correl,CBS )
X3

X3 - (X- 1)3
Ecorrel,X -

(X- 1)3

X3 - (X- 1)3
Ecorrel,X-1(4)

Here, X is the cardinal number of the largest basis set used
in the extrapolation (X ) 3 for aug-cc-pVDZ/aug-cc-pVTZ
extrapolation; X ) 4 for aug-cc-pVTZ/aug-cc-pVQZ ex-
trapolation). The extrapolated correlation energy contribu-
tions were then added to the df-HF/aug-cc-pVQZ total
energies. A higher-order correlation correction term,
ECCSD(T)corr, was added by calculating the difference
between the df-LMP2 and df-LCCSD(T0) total energies
computed with the aug-cc-pVDZ basis set. It was shown
previously that the basis set dependence of the CCSD(T)
correction term for interaction energies is small,66-68 and
therefore, the aug-cc-pVDZ basis set should give an
accurate estimate of the higher-order correlation correction.

Thus, the total energies required for the estimated CCSD(T)/
CBS reference profile were computed as

ECCSD(T)⁄CBS )EHF(avqz)+EMP2correl,CBS(avdz ⁄ avtz)+
+ECCSD(T)corr(avdz)

(5)

where avnz (n ) d, t, q) is an abbreviated notation for aug-
cc-pVnZ (n ) D, T, Q). As above, the relative energies for
the CCSD(T)/CBS profile were computed relative to the
value at φGly ) 180°.

3. Results

3.1. The B3LYP/6-31+G(d) and MP2/6-31+G(d)
Profiles. In previous work we had found that B3LYP/
6-31+G(d) geometry optimization predicted an extended
structure of the Tyr-Gly conformer book4, with a φGly angle
of 180°, whereas MP2/6-31+G(d) geometry optimization
yielded a more folded structure, with a φGly angle of 74°.5

Figure 1 contrasts the B3LYP and MP2 optimized structures.
The MP2 structure is more compact, with closer contact
between the glycine/C-terminus and the tyrosine aromatic
ring. In further work on this molecule, relaxed potential
energy profiles at fixed values of φGly, computed at these
two levels of theory, were compared to the profile computed
with df-LMP2/aug-cc-pVTZ.2 These profiles, constructed
from the work presented in ref 2, are shown in Figure 2.
The df-LMP2/aug-cc-pVTZ method is expected to give the
correct profile, as it is nearly BSSE-free, describes dispersion,
and was found to produce relative energies in close agree-
ment with df-LCCSD(T0) results for the Tyr-Gly conformer
book63 (indicating that a possible overestimation of disper-
sion by the MP2 method, as is often seen in stacking and
other weakly bound interactions,69 is very small for this
molecule).

The df-LMP2/aug-cc-pVTZ profile, displayed in Figure
2, clearly shows three minima at roughly 80, 180, and 280°.
The minimum at 80° is the global minimum, whereas the

280°-minimum is shallowest. The MP2/6-31+G(d) profile
reproduces the minima at 80 and 280° but completely misses
the 180°-minimum. In previous work we showed that this
is due to large intramolecular BSSE effects in the MP2/
6-31+G(d) calculations.2 In contrast, the B3LYP profile
only shows the minimum at 180°. The other two minima
are absent, presumably due to missing dispersion in the
B3LYP calculations.

3.2. Tyr-Gly Geometries along the Energy Profile. In
our previous work,2 the B3LYP profile was computed using
partially optimized structures (at fixed values of φGly)
obtained with B3LYP/6-31+G(d), whereas the MP2 and
df-LMP2 profiles used the partially optimized MP2/
6-31+G(d) geometries. However, the MP2 and B3LYP
structures differ to some extent. In the MP2 structures the
glycine/C-terminus chain is closer to the tyrosine ring, as
exemplified by the distance RCC between the Ccarb(Gly) and
tyrosine C(OH) atoms, shown in Figure 3. Over the whole
φGly range the RCC distances are shorter in the MP2 structures

Figure 2. B3LYP/6-31+G(d), MP2/6-31+G(d), and df-
LMP2/avtz potential energy profiles for rotation around the
φGly N(Gly)-CR(Gly) bond (avtz ) aug-cc-pVTZ). The B3LYP
profile used structures optimized with B3LYP/6-31+G(d) at
fixed φGly angles. The MP2 and df-LMP2 profiles were
computed using structures optimized with MP2/6-31+G(d)
at fixed φGly angles. The minimum energy points in the profiles
(B3LYP: φGly ) 180°; MP2: φGly ) 74°; df-LMP2: φGly ) 80°)
were taken as the reference point for the relative energies.

Figure 3. Variation of the RCC distance as a function of the
φGly torsion angle in the partially optimized structures obtained
with B3LYP/6-31+G(d), MP2/6-31+G(d), and M05-2X/
6-31+G(d). The inset shows a comparison of the B3LYP and
MP2 geometries at φGly ) 120°.
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than in the B3LYP structures. The MP2 RCC profile shows
a deep dip around φGly ) 120-130°, and it is in this region
that the MP2 and B3LYP structures differ most. The more
compact MP2 structures in this region are likely a result of
intramolecular BSSE, which was previously shown to exhibit
a sharp peak around 120°.2

Figure 4 shows that the shape of the B3LYP and MP2
profiles depends on the set of partially optimized geometries
(MP2 or B3LYP) used. Naturally, the B3LYP geometries
are not ideal for the MP2 calculations and vice versa, as can
be seen by the upward shift of the curves that use the other
method’s geometries. The shapes of the two MP2 profiles
do not differ much, though the profile using the MP2
geometries is more energetically favorable than the one using
the B3LYP geometries in the region around 120°, presumably
due to the more compact structures predicted by MP2 in this
region. The two B3LYP profiles, however, differ consider-
ably. The 180°-minimum in the profile using the B3LYP
geometries has shifted toward ∼200° in the profile using
the MP2 geometries and has become shallower. The B3LYP
profiles differ most dramatically in the region around
100-130°. The profile using the MP2 geometries now
exhibits a second minimum at ∼90° with a large barrier
separating the 90- and 200°-minima. The greater compactness
of the MP2 structures in the region around 120° (cf. Figure
3) clearly leads to less favorable B3LYP energies, pushing
up the curve around 120° and thereby creating the 90°-
minimum. The MP2 energies appear less dependent on the
compactness of the geometries, possibly because any repul-
sive energy contributions due to conformational strain or
repulsive interactions between close atoms in the more
compact structures (present in the MP2 as well as B3LYP
calculations) are more than compensated by intramolecular
dispersion and/or BSSE (mostly absent in the B3LYP
calculations). The difference profile of the two B3LYP curves
has a shape closely resembling the difference profile of the
RCC distances in the MP2 and B3LYP structures, indicating

that the shorter RCC distances in the MP2 structures are
directly responsible for the large changes in the B3LYP
profile (Figure S1, Supporting Information).

The Tyr-Gly geometries should preferentially be optimized
using a (virtually) BSSE-free method that also describes
dispersion. The B3LYP structures are probably not folded
enough due to missing dispersive attraction, whereas the MP2
geometries are likely too compact due to BSSE. As we
encountered problems performing partial geometry optimiza-
tions with df-LMP2 using Molpro, we instead reoptimized
the Tyr-Gly geometries at fixed φGly torsion angles with
M05-2X/6-31+G(d) using NWChem. The M05-2X func-
tional was shown to give a benzene-methane binding energy
curve in excellent agreement with CCSD(T),32 whereas MP2
overestimated the strength of the complex and B3LYP gave
a repulsive potential. We therefore expect M05-2X to give
reliable geometries for the Tyr-Gly book conformers. Figure
3 shows that the M05-2X geometries are more compact than
the B3LYP geometries (as expected from the presence of
dispersion) but do not show the sharp increase in compact-
ness around 120-130° as exhibited by the MP2 structures
(which is likely due to BSSE). The geometries therefore
appear very plausible. Unless stated otherwise, all subsequent
results were obtained using the M05-2X/6-31+G(d)
geometries.

3.3. Basis Set Convergence of the M05-2X Profile.
Figure 5 shows M05-2X profiles computed with three
different basis sets, using the MP2/6-31+G(d) geometries.
All profiles nicely show three minima, demonstrating the
functional’s superiority compared to B3LYP. The 6-31+G(d)
basis set appears to overestimate the stability of the minima
at ∼80° and ∼280°, as compared to the results obtained with
the larger basis sets. The aug-cc-pVDZ and aug-cc-pVTZ
curves are very similar, indicating that the results are
essentially converged at the aug-cc-pVDZ basis set level.
The remainder of this study therefore employed the aug-cc-
pVDZ basis set.

3.4. The CCSD(T) Reference Profile. The CCSD(T)
reference profile was obtained from the total energies
computed according to eq 4, using the M05-2X/6-31+G(d)
geometries. The reference profile has four main sources of

Figure 4. B3LYP/6-31+G(d) and MP2/6-31+G(d) potential
energy profiles for rotation around the N(Gly)-CR(Gly) bond,
using the B3LYP/6-31+G(d) and MP2/6-31+G(d) sets of
geometries. In “Method1//Method2” Method1 is the method
used for the calculation of the single-point energies, whereas
Method2 is the method used to obtain the geometries. The
minimum energy points in the profiles (B3LYP//B3LYP: φGly

) 180°; MP2//MP2: φGly ) 70°) were taken as the reference
point for the relative energies.

Figure 5. M05-2X potential energy profiles for rotation
around the N(Gly)-CR(Gly) bond computed with the 6-31+G(d),
aug-cc-pVDZ (avdz), and aug-cc-pVTZ (avtz) basis sets, using
the MP2/6-31+G(d) set of geometries. The energy at φGly )
180° was taken as the reference point for the relative energies.
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uncertainty: (i) the degree of basis-set convergence of the
HF/aug-cc-pVQZ energies, (ii) the accuracy of the aug-cc-
pVDZ/aug-cc-pVTZ extrapolation of the MP2 correlation
energies, (iii) the accuracy of the CCSD(T) higher-order
correlation correction term, and (iv) the accuracy of the local
approximation. Errors due to the density fitting approximation
are essentially negligible.6

Comparison of the df-HF energy profiles computed with
aug-cc-pV(D/T/Q)Z shows that the aug-cc-pVDZ basis set
slightly overestimates the relative stability of the 80- and
285°-minima (Figure S2a, Supporting Information). How-
ever, the aug-cc-pVTZ and aug-cc-pVQZ profiles are very
similar (relative energy differences between 0.1-0.4 kJ/mol
for φGly in the 40-100° and 285-310° intervals and nearly
0 kJ/mol in the 100-285° range), indicating that the aug-
cc-pVQZ energies are sufficiently converged with respect
to the basis set quality. Note that the smaller relative energy
differences in the midregion are a direct result of our choice
to position the profiles at 0 kJ/mol for φGly ) 180°. The close
similarity of the aug-cc-pVTZ and aug-cc-pVQZ results can
also be deduced from the relative energies of the minimum-
and maximum-energy points (80, 130, 180, 240, and 285°)
along the profile listed in Table 1. These are indicative of
the relative stability of the three minima and of the barriers
between them. Differences between aug-cc-pV5Z and aug-
cc-pVQZ energies would probably be roughly half of those
between aug-cc-pVQZ and aug-cc-pVTZ, so that the HF/
aug-cc-pVQZ relative energies are estimated to be accurate
within ∼0.2 kJ/mol (for φGly ) 40-60°) and considerably
more accurate for larger φGly angles. The HF/aug-cc-pVQZ

relative energies of the 80- and 285°-minima are estimated
to be too small by approximately 0.14 and 0.04 kJ/mol,
respectively.

Due to the large amount of computational resources
required for df-LMP2/aug-cc-pVQZ calculations, these were
only performed for the minimum- and maximum-energy
points (Table 1). Df-LMP2/aug-cc-pVDZ significantly over-
estimates the relative stability of the 285°-minimum (see also
Figure S2b, Supporting Information). Extrapolation to the
CBS limit (using the aug-cc-pVDZ and aug-cc-pVTZ ener-
gies) remedies this: the avdz/avtz-extrapolated relative energy
of the 285°-structure is almost identical to that computed
with df-LMP2/aug-cc-pVQZ. Reassuringly, the CBS(avdz/
avtz) and CBS(avtz/avqz) results are very close to each other
(differences of at most 0.2 kJ/mol for the minimum and
maximum points). Also note that the same overestimation
of the relative stability of the 285°-minimum by aug-cc-
pVDZ occurs for the df-LCCSD(T0) method (Table 1). The
df-LCCSD(T0) relative energy changes from a negative value
(-0.29 kJ/mol) when computed with aug-cc-pVDZ to a
positive value (0.46 kJ/mol) computed with aug-cc-pVTZ.
We estimate that the CBS limits are accurate within ∼0.2
kJ/mol. Based on the differences between the avdz/avtz and
avtz/avqz extrapolated results, the avdz/avtz extrapolation
likely overestimates the relative stability of the 80- and 285°-
minima by approximately 0.2 and 0.12 kJ/mol, respectively.

Sinnokrot and Sherrill found that the CCSD(T) correlation
correction term for interaction energies is rather insensitive
to the basis set size, as long as the basis set contains diffuse
functions.67 Thus, for the three different benzene dimer
configurations (sandwich, T-shaped, and parallel-displaced),
the correction term differed by less than 0.2 kJ/mol for the
aug-cc-pVDZ or aug-cc-pVTZ(-f/-d) basis sets. Jurečka and
Hobza found larger differences (between 0.2 and 0.5 kJ/mol)
for CCSD(T) correction terms computed with aug-cc-pVDZ
and cc-pVTZ, for dimers consisting of formamide and
formamidine units.66 However, the cc-pVTZ results are
expected to be less accurate than the aug-cc-pVDZ ones
(because of lacking diffuse functions in cc-pVTZ), so that
the larger differences between the correction terms computed
with these two basis sets are probably mainly due to errors
in the cc-pVTZ rather than in the aug-cc-pVDZ values. To
assess the accuracy of the ECCSD(T)corr term for the current
molecule, we recomputed with aug-cc-pVTZ its contribution
to the relative energy of the conformer with φGly ) 285°
(which is the conformer minimum with the largest ECCSD(T)corr

correction term). The difference between the ECCSD(T)corr/aug-
cc-pVDZ and ECCSD(T)corr/aug-cc-pVTZ contribution to the
relative energy of this structure is only 0.18 kJ/mol. In
agreement with the results of Sinnokrot and Sherrill, we
therefore estimate the aug-cc-pVDZ correction terms to be
accurate within ∼0.2 kJ/mol. The ECCSD(T)corr/aug-cc-pVDZ
correction likely overestimates the relative stability of the
80- and 285°-minima by approximately 0.1 and 0.2 kJ/mol,
respectively.

The error introduced by the local approximation cannot
be simply deduced from the differences in the local and
canonical energies calculated with finite basis sets, as these
are partially caused by the much reduced BSSE in the local

Table 1. Comparison of the Relative Energies (in kJ/mol)
of Key Structures Computed at Different Levels of Theorya

φGly (in deg)

method 80 130 240 285

df-HF/avdz 5.44 3.29 3.03 2.04
df-HF/avtz 6.13 3.29 2.90 2.53
df-HF/avqz 6.33 3.26 2.86 2.53
df-LMP2/avdz -1.04 1.75 2.21 0.31
df-LMP2/avtz -1.10 1.55 2.00 0.88
df-LMP2/avqz -1.00 1.50 2.00 1.04
LMP2/CBS(avdz/avtz)b -1.22 1.43 1.93 0.92
LMP2/CBS(avtz/avqz)c -1.06 1.49 2.03 1.15
MP2/CBS(avtz/avqz)d -1.24 1.60 2.17 1.37
df-LCCSD(T0)/avdz -1.36 1.65 2.12 -0.29
df-LCCSD(T0)/avtz s s s 0.46
LCCSD(T0)/CBS(avdz/avtz)e -1.54 1.34 1.85 0.32
LCCSD(T0)/CBS(avtz/avqz)f -1.38 1.39 1.94 0.55

a The energy at φGly ) 180° is taken as the reference point for
the relative energies; avdz ) aug-cc-pVDZ, avtz ) aug-cc-pVTZ,
and avqz ) aug-cc-pVQZ. The “df” designation is omitted from the
CBS entries, as the density fitting approximation should not affect
the estimated CBS limits noticeably. b LMP2/CBS limit estimated by
adding to the df-HF/aug-cc-pVQZ energies the df-LMP2 correlation
energy extrapolated using the aug-cc-pVDZ and aug-cc-pVTZ values.
c LMP2/CBS limit estimated by adding to the df-HF/aug-cc-pVQZ
energies the df-LMP2 correlation energy extrapolated using the
aug-cc-pVTZ and aug-cc-pVQZ values. d MP2/CBS limit estimated
by adding to the df-HF/aug-cc-pVQZ energies the df-MP2 correla-
tion energy extrapolated using the aug-cc-pVTZ and aug-cc-pVQZ
values. e LCCSD(T0)/CBS limit estimated by adding the CCSD(T)
correction term, computed with aug-cc-pVDZ, to the LMP2/CBS
(avdz/avtz) energies. f LCCSD(T0)/CBS limit estimated by adding
the CCSD(T) correction term, computed with aug-cc-pVDZ, to the
LMP2/CBS (avtz/avqz) energies.
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calculations. In previous work we showed that df-MP2/aug-
cc-pVTZ calculations on the book4 conformer produce large
BSSE values of 5-6 kJ/mol, and even with the aug-cc-pVQZ
basis set the BSSE still amounts to 2-3 kJ/mol.2 However,
when employing the local approximation the BSSE is below
1 kJ/mol already for the aug-cc-pVTZ basis set. Thus, the
local energies may in fact be more reliable than the
corresponding nonlocal energies, unless very large basis sets
are employed. However at the CBS limit the BSSE is
nonexistent, and we therefore estimated the error of the local
approximation by comparing the MP2/CBS and LMP2/CBS
limits (see Table 1). Relative to the 180°-minimum, the df-
LMP2 method slightly overestimates the relative stability of
the 285°-structure (by 0.18 kJ/mol), whereas the relative
stability of the 80°-structure is slightly underestimated (by
0.22 kJ/mol). The local error in the ECCSD(T)corr term is likely
much smaller, due to expected cancelation of errors in the
df-LMP2 and df-LCCSD(T0) results.

From this analysis, we expect the reference relative
stabilities of the 80°- and 285° minima to be overestimated
by approximately 0.3 and 0.6 kJ/mol, respectively.

3.5. Performance of Density Functionals. Figure 6
shows the profiles computed with the different density
functional theory methods considered in this work. None of
the hybrid functionals yields the correct profile shape (Figure
6a). BHandH finds a minimum around 70°; B3LYP, X3LYP,
and B97-1 show a very shallow minimum around 90°; but
all hybrid functionals miss the 280°-minimum. The meta
functionals perform much better (Figure 6b). The PWB6K
profile does not show a minimum in the 280° area, but the
M05 and M06-type functionals tested, including the local
M06-L functional, nicely predict three minima along the
profile, though the relative stability of the 80°- and 280°-
minima are underestimated as compared to the reference
profile. Only M06-2X predicts the 80°-minimum to be the
most stable of the three minima, in agreement with the
reference profile. However, the barrier between the 80°- and
180°-minima is much overestimated. The double-hybrid
mPW2-PLYP functional and B3LYP-D also underestimate
the relative stability of the 80°- and 280°-minima, but the
overestimation of the barrier heights is less severe than for
the meta functionals (Figure 6c). The mPW2-PLYP-D
method performs best, particularly in the 60-240° region.
It has been shown that for dispersion complexes double-
hybrid functionals capture only about 50% of the interaction
energy.70 It is therefore not surprising that adding a dispersion
term to mPW2-PLYP improves the performance of this
functional. Even so, like all density functional methods,
mPW2-PLYP-D underestimates the relative stability of the
280°-minimum.

The van der Waals/dispersion contributions computed by
the DFT-D methods are displayed in Figure 7. Also shown
is the df-LMP2/aug-cc-pVTZ correlation energy. Not sur-
prisingly, the van der Waals term is smaller for mPW2-PLYP
than for B3LYP, as the nonlocal perturbation term in the
double-hybrid functional already accounts for part of the van
der Waals energy. For both functionals, the van der Waals
term is largest around ∼60°, where the contact between the
C-terminus and the aromatic ring is closest (cf. Figure 3),

and where the dispersion energy can be expected to be large.
It should be noted, however, that the van der Waals

Figure 6. Potential energy profiles for rotation around the
N(Gly)-CR(Gly) bond computed with different density functionals
and the aug-cc-pVDZ (avdz) basis set, using the M05-2X/
6-31+G(d) set of geometries. The energy at φGly ) 180° was
taken as the reference point for the relative energies. (a) Profiles
computed with the hybrid functionals B3LYP, B97-1, BHandH,
and X3LYP. (b) Profiles computed with the meta functionals
PWB6K, M05-2X, M06-2X, and M06-L. (c) Profiles computed
with mPW2-PLYP and B3LYP-D.

Figure 7. A comparison of the van der Waals contributions
for B3LYP-D and mPW2-PLYP-D and the df-LMP2/aug-cc-
pVTZ correlation contribution. The energy at φGly ) 180° was
taken as the reference point for the relative energies.
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contributions cannot be interpreted as pure dispersion energy,
but rather, the R-6 term in combination with the damping
function corrects for DFT’s general incorrect description of
weakly bonded systems,45,71 i.e. corrections other than for
dispersion were absorbed in the fitted R-6 term coefficients
and damping function parameters. However, the close
resemblance of the MP2 correlation energy and the DFT-D
van der Waals contributions indicate that the latter can be
largely interpreted as dispersion. This is corroborated by
recent work by Grimme et al.,72 who used a partitioning of
the interfragment MP2 correlation energy into electron pairs
of different orbital type to study the intramolecular interaction
in the same Tyr-Gly conformer as studied in the current
work. It was shown that the MP2 correlation energy is mainly
determined by the interfragment contribution, which can be
interpreted as dispersion energy. Note that the different
shapes of the HF, DFT-D dispersion, and MP2 correlation
energy in the paper by Grimme et al. (specifically, the sharp
peak at ∼120° in the HF curve and the dips in the dispersion
and correlation energy curves around 120°) are mainly due
to the use of MP2/6-31+G(d) geometries in the study by
Grimme et al., which, as shown above, exhibit very compact
structures in the region around φGly ) 120°.

4. Conclusions

We have tested a range of density functional theory methods
for their ability to describe three minima along the φGly profile
of the Tyr-Gly conformer book4. These include one mini-
mum with an extended glycine/C-terminus chain (φGly )
180°) and two more compact structures with a rotated
C-terminus (φGly ) ∼80 and 280°). Previous work had shown
that this is a demanding test for electronic structure methods:
MP2 calculations with a medium-sized basis set miss the
180°-minimum because the potential energy surface is
distorted by large intramolecular basis set superposition
errors, whereas B3LYP misses the other two minima because
of lacking dispersive interactions. Potential energy curves
as a function of φGly were compared to an estimated
CCSD(T)/CBS reference profile. These calculations em-
ployed geometries optimized with M05-2X/6-31+G(d) for
fixed φGly values between 40 and 310°. We show here that
the conventional hybrid functionals B3LYP, B97-1, BHandH,
and X3LYP as well as the meta-hybrid PWB6K fail to
predict all three minima; the meta-hybrid functionals M05-2X
and M06-2X and the nonhybrid meta functional M06-L,
on the other hand, do find all minima but underestimate the
relative stability of the two with rotated C-terminus. The
mPW2-PLYP double-hybrid functional and B3LYP-D
(B3LYP augmented with an empirical dispersion term)
slightly outperform the meta functionals by predicting barrier
heights closer to those of the reference functional. However,
also these underestimate the relative stability of the 80°- and
280°-minima. The best performance is delivered by the most
elaborate density functional theory method tested: the double-
hybrid functional augmented by an empirical dispersion term
(mPW2-PLYP-D). mPW2-PLYP-D predicts the relative
stability of the 80°-minimum in very close agreement with
the reference profile, though the relative stability of the 280°-
minimum is still slightly underestimated, even when allowing

for the projected overestimation of approximately 0.4 kJ/
mol of the stability of this point by the CCSD(T) reference
profile. Only M06-2X and mPW2-PLYP-D predict the
correct order of stability of the three minima (80°-minimum
most stable, 280°-minimum least stable). It should be noted
that the dispersion and correlation corrections in the mPW2-
PLYP-D method only very slightly increase the computa-
tional cost: in the single-point calculations we performed,
∼90% of the CPU time was spent on the calculation of the
mPW-LYP energy, ∼10% on the MP2 correlation correction,
and a negligible percentage on the dispersion correction.

The geometries optimized at fixed φGly values were found
to be much dependent on the level of theory used. MP2/
6-31+G(d) calculations obtained more compact structures
than B3LYP/6-31+G(d), particularly around φGly ) 130°.
As previous work had shown that the intramolecular BSSE
is particularly large in this region,2 the more compact
structures predicted by MP2 are probably mainly a result of
this error and to a lesser extent due to dispersion forces; both
effects are largely missing in the B3LYP calculations. The
M05-2X geometries used to create the potential energy
profiles are more compact than the B3LYP geometries (as
expected from the presence of dispersion) but do not show
the sharp increase in compactness around 120-130° as
exhibited by the MP2 structures (because of the much smaller
BSSE in DFT calculations). The M05-2X geometries are
expected to be the most accurate of the three sets of
geometries.

The compact MP2 geometries around 130° are not
favorable for B3LYP calculations, with the result that a peak
around 130° appears in the B3LYP energy profile when the
MP2 structures are used. This is probably caused by repulsive
energy contributions due to conformational strain and/or
repulsive interactions between close atoms in the more
compact MP2 structures. The MP2 profile, on the other hand,
is only very slightly affected by the choice of geometries.
The insensitivity of the MP2 results to the compactness of
the structures is probably because the larger repulsive energy
contributions in the more compact structures are more than
compensated by intramolecular dispersion and/or BSSE
(mostly absent in the B3LYP calculations).

The current study highlights the difficulty of reliably
describing flexible molecules where intramolecular interac-
tions with a π-electron system can be anticipated. Such
interactions are affected by intramolecular BSSE (rendering
MP2 methods with small to medium-sized basis sets unsuit-
able) and intramolecular dispersion-type interactions (provid-
ing a challenge for DFT methods). The performance of
several modern DFT methods to describe such systems is
quite promising.
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other method as a function of φGly (Figure S1); potential
energy profiles for rotation around the N(Gly)-CR(Gly) bond
computed with df-HF and df-LMP2 (Figure S2); Cartesian
coordinates of the structures optimized at fixed φGly angles
using M05-2X/6-31+G(d) (Table S1); and total energies
of the Tyr-Gly conformer book4 at fixed φGly values,
computed at different levels of theory (Tables S2a-e, S3a-d,
and S4a-b). This material is available free of charge via the
Internet at http://pubs.acs.org.
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(58) Weigend, F.; Köhn, A.; Hättig, C. J. Chem. Phys. 2002, 116,
3175–3183.

(59) Groll, E.; Leininger, T.; Manby, F. R.; Mitrushchenkov, A.;
Werner, H.-J.; Stoll, H. Phys. Chem. Chem. Phys. 2008, 10,
3353–3357.

(60) Hill, J. G.; Platts, J. A.; Werner, H.-J. Phys. Chem. Chem.
Phys. 2006, 8, 4072–4078.

(61) Schütz, M.; Werner, H.-J. Chem. Phys. Lett. 2000, 318, 370–
378.
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Abstract: A multicore parallelization of Kohn-Sham density functional theory is described, using
an accelerator technology made by ClearSpeed Technology. Efficiently scaling parallelization
over 2304 cores is achieved. To deliver this degree of parallelism, the Coulomb problem is
reformulated to use Poisson density fitting with numerical quadrature of the required three-
index integrals; extensive testing reveals negligible errors from the additional approximations.

1. Introduction

Recent advances in computing technology and algorithm
design have allowed ab initio electronic structure theory
methods to be applied to large biological molecules.1,2

However to model these systems realistically, relevant free
energy differences must be computed. To do this, one must
perform dynamics calculations requiring many thousands of
calculations. Electronic structure calculations are computa-
tionally demanding, so treatment of a full biological system
is generally impractical. The quantum mechanical/molecular
mechanical (QM/MM) method divides a system into a small
QM region and a larger residue which is treated with classical
techniques, significantly reducing the size of the QM
calculations required.3-5 Despite this, QM/MM dynamics6,7

have been largely restricted to computationally inexpensive
semiempirical QM techniques such as AM1,8 PM3,9 or tight
binding.10

Density functional theory (DFT)11-13 provides an excellent
balance of accuracy and computational cost; however, current
implementations are an order of magnitude too slow for QM/
MM dynamics in enzymological problems: a 20 000 time-
step dynamics calculation on a 50-atom QM region might
take around 1 year using a conventional serial implementa-
tion. New accelerator technologies can provide significant

performance gains compared to commodity central process-
ing units (CPUs).

Several groups have investigated the use of graphics
processing units (GPUs) to calculate two-electron repulsion
integrals (ERIs),14,15 one of the bottlenecks in many elec-
tronic structure methods. They report speedups of 8-15×14

and 80-130×15 for their ERI kernels. Yasuda has also
implemented exchange-correlation quadrature using GPUs16

and reports a speedup of 5-10× against a commodity CPU.
However, both groups had to make significant efforts to
minimize the errors caused by the lack of double-precision
support on current GPUs. We feel that this would signifi-
cantly complicate the programming effort for a full DFT
implementation.

ClearSpeed Technology plc produces a mature, low-power
accelerator, with full double-precision support. Each CSX600
chip has 96 single-instruction, multiple-data (SIMD) process-
ing elements (PEs) with 6 KB cache each, providing roughly
33 billion floating point operations per second (FLOPS) of
double-precision performance in a matrix multiplication.17

The ClearSpeed e620 mounts two CSX600 chips with 1 GB
of random access memory (RAM) on a PCI-Express card.18

An e620 consumes roughly 33 W. The ClearSpeed-acceler-
ated tera-scale system (CATS) allows twelve e620 boards
housed in one rack-mounted server unit to be attached to a
host, providing aggregate performance of ∼1 TFLOPS. We
present a heterogeneous approach to accelerate DFT, com-
bining ClearSpeed’s low-power 64-bit accelerator technology
in parallel with the host CPU.
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The ClearSpeed architecture requires a very fine degree
of parallelization. To use a CATS node efficiently, work must
be divided over 12 × 2 × 96 ) 2304 processing elements.
A significant effort has been made over the past years to
parallelize DFT for the relatively coarse architecture of
multicore workstations19 and vector supercomputers.22-25

However, good scaling has been achieved mainly over tens
or hundreds of processors. Efforts have also focused on
implementing parallel linear-scaling methods,20,21 which are
less important for the relatively small QM region in a QM/
MM dynamics calculation. We therefore propose a different
approach, which uses the Poisson density fitting method26-28

to shift all of the bottlenecks into finely parallelizable
numerical quadrature.

2. Theory

DFT has two main bottlenecks when applied to ∼50 atom
systems: the evaluation of the Coulomb matrix,

JR� )∑
γδ

γγδ(R�|γδ) (1)

and the numerical quadrature to evaluate the exchange-
correlation contribution to the Fock matrix

VR�
xc )∫ d rb Vxc( rb)�R( rb)��( rb) ≈ ∑

λ
wλVλ

xc�Rλ��λ (2)

Here and throughout, we use the notation ( · | · ) to denote a
2-electron repulsion integral, so for example

(R�|γδ))∫ d rb1 ∫ d rb2

�R( rb1)��( rb1)�γ( rb2)�δ( rb2)

r12
(3)

The numerical quadrature runs over points rbλ with weights
wλ, and Vλ

xc ) Vxc(rbλ) and �Rλ ) �R(rbλ). For much larger
systems, quadrature becomes less of a bottleneck, because
screening rapidly renders this an O(N) step. Diagonaliza-
tion becomes a serious bottleneck (scaling as O(N3)) but
can be avoided (see, for example, ref 29). The Coulomb
problem asymptotically scales as O(N2) if screening is
used, but can be made linear-scaling through the fast
multipole method.30-32

It is straightforward to parallelize numerical quadrature
by distributing batches of integration points between process-
ing elements. The Coulomb term is more problematic. Direct
calculation of the Coulomb contribution requires four index
electron repulsion integrals (ERIs), (R�|γδ), which for f
shells would require a matrix of 10 000 numbers occupying
78 KB of memory. This is difficult to efficiently map to an
architecture with only 6KB of local store per PE. Imple-
mentations on GPUs,14,15 which face similar limitations, have
used Rys quadrature33 for higher angular momenta. We
propose to avoid the calculation of these ERIs altogether,
by a combination of density fitting and use of the Poisson
equation.

2.1. Density Fitting. To avoid the need to calculate
4-index ERIs, we use the density fitting method, first
proposed by Boys and Shavitt in 1959,36 and extended to
DFT by Baerends et al.34 and Dunlap et al.35 The conven-
tional Kohn-Sham density

F( rb))∑
R�

γR��R( rb)��( rb) (4)

is approximated by an auxiliary basis, �A:

F̃( rb))∑
B

dB�B( rb) (5)

Rewriting eq 1, the Coulomb contribution becomes

JR� ) (R�|F) ≈ (R�|F̃))∑
B

dB(R�|B) (6)

The fitting coefficients, dB are obtained by minimizing the
Coulomb self-energy of the fitting residual

∆) 1
2

(F- F̃|F- F̃) (7)

This leads to the linear equations

∑
B

JABdB ) cA (8)

where

cA )∑
γδ

γγδ(A|γδ) (9)

and JAB ) (A|B). Solving the fitting equations, eq 6 can then
be used to give the Coulomb contribution to the Fock matrix,
JR�. This method uses only three-index integrals of the form
(A|γδ). However, analytic calculation of these three-index
integrals for f shells still requires a matrix of 1000 numbers,
occupying 8 KB, posing a problem for a highly parallel
implementation. In principle, the Coulomb potential

VA( rb))∫ d rb1

�A( rb)

r12
(10)

of each fitting function could be evaluated on a quadrature
grid and a numerical integration performed. However, the
Coulomb potential is long-ranged, and we found that grids
optimized for exchange-correlation quadrature did not give
acceptable accuracy. We therefore use the Poisson method
to convert most of our Coulomb integrals to overlap
integrals,26-28 which we can then evaluate using conven-
tional DFT quadrature.

2.2. Density-Fitted Poisson Method. Manby and Knowles
noticed simplifications in density fitting if the density is fitted
in so-called Poisson functions: these are obtained by applying
the Poisson operator P̂ ) -(4π)-1∇ 2 to Gaussian-type
orbitals.26 The density is expanded in these Poisson functions:

F̃( rb))∑
A

dAP̂�A( rb) (11)

and, using the integral identity

�( rb1))∫ d rb2

P̂�( rb2)

r12
(12)

the Coulomb matrix elements in the fitting basis simplify to
short-ranged three-dimensional integrals, which differ from
kinetic energy integrals only by a numerical factor:

JAB ) (A|B))∫ d rb �A( rb)P̂�B( rb) (13)
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Similarly, three-index Coulomb integrals, (A|γδ), can be
rewritten as simple overlap integrals:

(A|γδ))∫ d rb1 ∫ d rb2

P̂1�A( rb1)�γ( rb2)�δ( rb2)

r12

)∫ d rb �A( rb)�γ( rb)�δ( rb) (14)

Further investigation revealed that the fitted density in eq
11 can have no total charge, dipole, or higher multipoles.27

To alleviate this problem, a small number of ordinary basis
functions are introduced, and these describe the charge and
higher multipoles. The Poisson functions move the charge
around and produce an accurate model density. Setting up a
fitting basis with mc standard and mp Poisson functions, the
fitted Coulomb matrix JAB can be broken down into three
types of integrals: standard Coulomb integrals, standard
overlaps, and scaled kinetic-energy-type integrals (eq 13).
The three-index integrals, (R�|A), block into mcm(m + 1)/2
Coulomb integrals, and mpm(m + 1)/2 overlaps, where m is
the size of the atomic orbital basis.27 The small number of
standard Coulomb integrals and kinetic energy-like integrals
are calculated explicitly, but the overlaps can calculated by
quadrature.

This grid-based density-fitted Poisson method (GDFP) for
the Coulomb problem has been implemented in serial within
Molpro.37 The energies were calculated on a test set of 21
reactions of small molecules containing first row elements
(see Table V of ref 38) and some reactions of larger
molecules, Figure 1.39 Barrier heights for the larger reactions
were also calculated. Calculations were performed with the
BLYP functional, a cc-pVDZ orbital basis, a cc-pVTZ/jkfit
fitting basis40 for conventional density-fitted Kohn-Sham
(DFKS), and the Poisson cc-pVTZ fitting set, described by
Polly et al.28 for density-fitted Poisson (DFP). Probability
density plots of the errors of DFKS, DFP, and GDFP relative
to standard KS for reaction energies and barriers (Figure 2)
show that the grid-based method gives comparable accuracy
to the standard DFP method and is in either case not worse
than DFKS.

3. Implementation

The GDFP method and standard exchange-correlation quadra-
ture have also been parallelized for the ClearSpeed accelera-
tor technology. The ClearSpeed 3.0 software development
kit (SDK) was used for the implementation. Accelerated code
was written in Cn, a language that extends ANSI C41 through
the addition of keywords mono and poly. These specify
scalar and parallel data types respectively, so poly data are
distributed across all 96 PEs. A full set of standard C libraries
as well as optimized mathematics libraries are available. The
SDK also provides an implementation of BLAS double-
precision matrix multiplication (DGEMM)42 accessible from
Cn, which gives easy access to the full 33 GFLOPS of the
CSX600. However, for peak performance the matrices must
have dimensions of around 1000 or more and use a blocked
data format.

A fifty-atom molecule with a 6-31G* basis will have
roughly 600 functions and require a quadrature grid of around
200 000 points. The atomic orbitals (AOs) evaluated on this
grid therefore require roughly 900 MB of memory, assuming
screening is not used. To avoid excessive communication
between the accelerator and the host system, we choose to
calculate and use the orbitals on the grid on the accelerator
cards. We therefore pass only information about the grid,
basis, Fock matrix, and density matrix between the accelera-
tors and the host system. The grid is split equally between
each CSX600 chip, and each batch, along with the entire
basis, passed to the accelerators.

Figure 1. Selected reactions of molecules for which barriers
have been computed.

Figure 2. Probability density plots of errors in (a) reaction energy and (b) barrier heights, relative to standard KS method.
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The small local store available on each PE is a challenge
for efficient evaluation of the orbitals on the grid,

�Rλ ) xλ
l yλ

mzλ
ne-Rrλ

2
(15)

where xλ, yλ, and zλ are the distances from the grid point λ
to the center of the orbital on the respective axes, and rλ

2 )
xλ

2 + yλ
2 + zλ

2. We choose to evaluate the entire basis, one
basis group at a time, on eight grid points per PE, transferring
the results to board RAM when each group has been
completed. We then work through the grid in these tranches
of 8 × 96 ) 768 points. This allows us to make most
efficient use of the processing power of the CSX600, while
maximizing data bandwidth between PE local store and
RAM. If enough RAM is available, we store the AOs on
the grid to avoid recalculating them at every iteration.
Otherwise we calculate the AOs in the largest block possible.

Further calculations on the card, such as building the
density on the grid, are performed with all available AOs
on the grid, to maximize the performance of the DGEMM
calls. Figure 3 shows the implementation of one iteration
the method when enough RAM is available to store the AOs
on the grid. The accelerators are initialized, each given a
portion of the grid and the complete basis set and the AOs
on the grid calculated once, during the first iteration.

We treat the host and card environments as parallel
pipelines. During every iteration of the calculation, the
density matrix, γR�, is passed to each card and a density on
the grid calculated,

Fλ )∑
R�

γR��Rλ��λ (16)

The vector

cA )∑
λ

wλFλ�Aλ, A ∈ Poisson (17)

is calculated and passed back to the host. The host has
calculated the conventional integrals,

cA )∑
R�

(R�|A), A ∈ standard (18)

and can then solve

dB )∑
A

[J-1]ABcA (19)

for the fitting coefficients. The coefficients for the Poisson
section of the fitting basis are transferred to the accelerators,
and the contribution, to the Coulomb matrix,

JR� r ∑
B∈ Poisson

dB∑
λ

wλ�Rλ��λ�Bλ (20)

is built. The accelerators also calculate the exchange-
correlation potential

Vλ
xc ) f(Fλ) (21)

analogues for density gradients, and all relevant contributions
to the exchange-correlation matrix,

VR�
xc )∑

λ
wλVλ

xc�Rλ��λ (22)

Meanwhile, the host calculates the conventional Gaussian
contribution to the Coulomb matrix,

JR� r ∑
B∈ standard

dB(R�|B) (23)

All contributions to the Coulomb and exchange-correlation
matrices are returned to the host and summed into the Fock
matrix,

FR� r
1
2

JR� +VR�
xc (24)

The calculation of the density on the grid and contributions
to the Fock matrix are key steps as they scale O(N3) with
molecular size. Fortunately they can be decomposed to a
cubic-scaling matrix-multiplication, along with some matrix-
vector operations with lower scaling. The calculation of the
density on the grid (eq 16) breaks down the matrix
multiplication,

�̃
Rλ )∑

�
γR���λ (25)

and a series of dot products, one for each grid point,

Fλ )∑
R

�Rλ�̃Rλ (26)

Similar decompositions can be applied to eqs 20 and 22.
Using the Cn DGEMM implementation allows us to harness
the full power of the ClearSpeed accelerators, and we
routinely see 26 GFLOPS (80% of peak) per CSX600 in
our DGEMMs and thus 624 GFLOPS aggregate on a single
CATS node. All other steps, such as the calculation of the
Coulomb fitting vector (eq 17) or exchange-correlation
potentials (eq 21) are computationally trivial for our target
molecules. Additionally, the calculation of the density on
the grid can be shared between the Coulomb and exchange-
correlation, enhancing our efficiency. Finally we are able to
overlap the calculation on the accelerators with the computa-
tion of the conventional Coulomb integrals by the host.

Figure 3. Implementation of GDFP and exchange-correlation
quadrature on a hybrid system.
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4. Results

A timing analysis of the method for chorismate (C10H8O6,
reactant substrate of chorismate mutase, Figure 4a43), a
typical neuraminidase ligand, DPC (C20H27O5N3, Figure
4b44), and an alanine helix (Ala12, C37H61O13N12), for various
basis sets is shown in Table 1. Overall application speedup
varies from 7× to 15× versus DFP and 11× to 19×
compared to DFKS. If we consider only the time spent
constructing the Fock matrix, we see between 15× and 30×
acceleration compared to host-only DFP.

At the moment, we have not implemented any screening
within the GDFP method, so the accelerators are performing
considerably more work than the equivalent host implemen-
tation. We anticipate a further factor of at least 1.5× from
the implementation of screening. Additionally, since the
Coulomb energy has a significantly higher contribution to
the total energy than the exchange-correlation, to maintain
numerical stability we were forced to use the fine grid for

all of the iterations of the GDFP calculation. Figure 5 shows
the scaling of the method relative to number of ClearSpeed
processing elements for DPC with a 6-31G* basis and the
BLYP exchange-correlation functional. The method scales
well over the 2304 processing elements of a CATS node.

Fitting to Amdahl’s law reveals that we have parallelized
∼95% of the calculation. We can clearly see that the
remaining work on the host has become a bottleneck; the
diagonalization of the Fock equations now takes ∼30% of
the total runtime. We can also observe a significant perfor-
mance gain for the last two points, where enough memory
becomes available to store the AOs on the grid, removing a
significant portion of the work performed by the accelerators.
It is also important to note that if we consider only time
spent on the accelerator cards, we see perfect linear speedup,
with a significant jump above linearity when storing the AOs
becomes possible.

A breakdown of the time spent on the accelerator cards is
given in Table 2 for DPC. Building the orbitals and density
on the grid is common to both parts. It is worth noting that
while DGEMMs account for 98% of the floating point
operations, they only take ∼37% of the time. This suggests
significant opportunity for improving the efficiency of the
implementation of other sections of code.

Due to the nature of the architecture, we pad the matrix
dimensions to a multiple of 96. This leads to significant
inefficiency for small molecules, especially with a small
basis. Timings for ethane with one accelerator card are given

Figure 4. Structures of test molecules.

Table 1. Timings for the Accelerated GDFP Method
versus Standard DFP and Density-Fitted KS Methodsa

AO basis fit basis Wall times (s)

NAO NFit Fock build total

DPC
6-31G* cc-pVDZ/jkfit

DFKS 446 2581 2050 2383
DFP 446 3382 1380 1413
grid DFP 446 3382 80 112

cc-pVTZ cc-pVTZ/jkfit
DFKS 1218 3022 6730 7096
DFP 1218 3382 4043 4409
grid DFP 1218 3382 278 644

Chorismate
6-31G* cc-pVDZ/jkfit

DFKS 240 1304 398 404
DFP 240 1680 283 289
grid DFP 240 1680 18 24

cc-pVTZ cc-pVTZ/jkfit
DFKS 592 1504 1281 1323
DFP 592 1680 1154 1194
grid DFP 592 1680 41 82

Ala12 helix
6-31G* cc-pVDZ/jkfit

DFKS 978 5696 9747 10489
DFP 978 7476 6577 7327
grid DFP 978 7476 446 867

a Calculations were performed on one core of a 2× Dual
Core Opteron 2218 2.6 GHz server with 8 GB RAM attached to
one ClearSpeed CATS (12 xe620 cards). All DFP calculations
use the Poisson cc-pVTZ fitting set described by Polly et al.28

and the BLYP exchange-correlation functional.

Figure 5. Scaling of GDFP with a number of ClearSpeed
processing elements for DPC with a 6-31G* AO basis,
Poisson cc-pVTZ fitting set, and the BLYP exchange-correla-
tion functional. The dashed line is a fit of the first 22 data
points to Amdahl’s law, corresponding to a 95% parallelization
of the code. Calculations were performed on one core of a
2× Dual Core Opteron 2218 2.6 GHz with 8 GB RAM attached
to one ClearSpeed CATS (12 × e620 cards).

Table 2. Breakdown of the Calculation on DPC with a
6-31g* AO Basis, Poisson cc-pVTZ Fitting Set, and the
BLYP Exchange-Correlation Functionala

component time % time in DGEMM %

exchange-correlation 58 17
Coulomb 27 9
common 15 11

a Calculation performed on one core of a 2× Dual Core Opteron
2218 2.6 GHz server with 8 GB RAM attached to one ClearSpeed
CATS (12 × e620 cards). The “common” times are for building the
orbitals and density on the grid, which are needed for evaluation
of both exchange-correlation and Coulomb contributions.
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in Table 3 for two basis sets. With the large basis set, we
observe a reasonable speedup of 4×.

5. Conclusions

We have implemented the GDFP method on ClearSpeed
accelerators and demonstrated that an order of magnitude
speedup is possible, with good scaling over thousands of
PEs. The accelerator code shows perfect scaling over 2304
processing elements, while we see the expected behavior for
the full application. There are however still many areas to
improve. The introduction of screening should improve the
efficiency of the method and ensure that it scales effectively
to larger problem sizes. We anticipate improving the host/
card load balancing at the same time, allowing the host to
process batches of grid points. We also aim to implement
gradients with respect to the nuclear positions, to allow the
method to be used for dynamics calculations. The algorithm
we have presented would map well onto GPUs, addressing
some of the concerns expressed by Yasuda about the
difficulty of fine-grained parallelization of the Coulomb
problem.16 Additionally, the current generation of GPUs have
double-precision support,45 greatly simplifying the imple-
mentation. Our algorithm is also suitable for implementation
on standard shared memory parallel architectures, such as
multicore x86, on which we expect that the algorithm would
scale well.
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Abstract: Fused-sphere (van der Waals) surfaces and their variants such as solvent accessible
surfaces and molecular surfaces are simple molecular models that are commonly used for many
diverse purposes across a broad range of scientific disciplines due to their low computational
resource demands. Fused-sphere models require atomic radii to be defined. Many different
atomic radii have been proposed, with each set of radii being applicable to a relatively limited
scope of molecular types or situations. The large number of differing radii sets actually serves
to emphasize the simplicity of the model and its inability to accurately represent the reality of
the molecule: its electron density. By measuring the similarity of fused-sphere, fuzzy fused-
sphere, and calculated electron density representations of a set of small molecules via symmetric
volume differences and the shape group method, it can be seen that fused-sphere models are
very poor at representing the real electronic charge distribution of small molecules, especially
where π bond systems, lone pair electrons, and aromatic rings are involved. Larger molecules,
conceivably, will be even more poorly represented. With advances in computational power and
modeling techniques to arrive at high-quality calculated electron density representations for large
molecules already in existence, abandoning the use of fused-sphere models should be
considered for many applications.

Introduction

Fused-sphere surfaces based upon the addition of rigid
spherical representations of atoms defined by their van der
Waals radii1 are commonly used as simple models of
molecular systems. Derivative models based on van der
Waals surfaces,2 where a spherical solvent molecule of a
certain radius is rolled over the van der Waals representation,
include the solvent-accessible surface and the molecular

surface (solvent-excluded surface). In the solvent-accessible
surface, the derivative surface is the envelope of points the
center of the solvent molecule occupies as it is rolled over
the van der Waals surface, while the molecular surface is
the envelope of points of closest approach between the van
der Waals surface and the solvent sphere surface as it is rolled
along the original surface.

Applications using these fused-sphere models can fall into
several categories. In one category property values such as
lipophilicity3 or electrostatic potential4,5 are determined at
points on the surface to help in defining force field5-7 and
solvation4,7-11 models which are used to describe phenom-
enon ranging from molecular docking,3 to molecular
mechanics,5-7 to calculated energetics,8 to solute-solvent
nuclear Overhauser effects.9 In another category, fused-
sphere models are used to determine molecular surface areas
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and volumes2,12-25 which are then used to investigate many
properties of proteins from folding12 and packing density13,14

to docking15 and hydrophobicity19 as well as molecular solid-
state reactivity16 and molecular connectivity indices for
QSAR purposes.25 In a third category, investigations of weak
interactions in molecular systems often rely on the concept
that a weak bond between atoms exists if the interatomic
distance is shorter than the sum of the van der Waals
radii.26-28

Determining the van der Waals radius for an atom is not
a straightforward process, as the many proposed values of
atomic radii1,12-18,29-37 indicate. Many van der Waals radii
values have been obtained from measurements of the
nonbonding contact distances between atoms in crystal
structures.1,13-17,29-33 One drawback to this source of radii
is that often hydrogen atoms are not clearly seen within the
structure, and so they are either ignored, or the radii of the
functional group including the hydrogen atoms are defined.15,33

A second drawback is that a specific atom must either be
represented by an average radius value, or by several different
radii, depending on the environment it is found in.

Attempts at defining van der Waals radii based on
electrostatic principles or SCF calculations34-39 have also
been made. However, these values often differ from each
other because they are dependent on an appropriate cutoff
condition. Various conditions proposed are cases where the
radii in the model system result in appropriate binding34 or
repulsion energies,35 or on numerical factors based on row
constants, number of valence electrons and the Born expo-
nent,36 or on a fixed electron density value calculated from
the ratio of the Dirac exchange constant and the Thomas-
Fermi kinetic energy constant.37 The use of a pseudopotential
based calculations to derive adjustable atomic radii, mainly
for transition metals, has also been considered,38 as has the
concept of bond valence.39

The defining of several different or adjustable radii12-15,18,33,35,38

for the same atom (or functional group) arises from the concept
that the atomic environments can differ due to bonding (e.g., C-H
bond versus C-O bond), atom hybridization, or relative atomic
position (e.g., the interior versus exterior of a protein). This use of
several different radii then serves to reduce the issue of a single
representative atomic radius being used to describe all like atoms
but only does so to the extent that two or more representative
radii are used instead. Also ignored in fused-sphere modeling
is the concept of anisotropicity, where the atomic electron
distribution is not spherical. This has been shown not only
in a calculated electron density study35 but also in crystal-
lographic studies of specific atomic interactions, such as
sulfur-sulfur40 and chlorine-chlorine.41 Also, in the case
of weak bonding interactions it has been stated that the use
of the sum of van der Waals radii as an indicator of
interaction should be discarded, mainly due to the lack of
precision in van der Waals radii, especially for metals.42

Derivative fused-sphere surfaces such as the solvent-
accessible and solvent-excluded surfaces are sometimes seen
to resolve another issue of fused-sphere surfaces, where the
regions of overlap between two spheres do not provide a
smooth transition from the surface of the first atom to the
second, but rather the transition occurs through a nondiffer-

entiable cusp point. This is more similar to what happens in
real electron densities, which by their fuzzy natures have
smooth transitions between atoms in bonding and overlap
regions. However, the derivative fused-sphere models ac-
complish this not by modeling the molecule itself but rather
a specific molecule-solvent interaction that will change with
a change in solvent sphere choice. It has also been suggested
that particular regions of the modeled molecule will interact
differently with a chosen solvent than will other regions, and
so variable solvent sphere radii need to be used in relation
to a single molecule to give a more reasonable derivative
fused-sphere model.18

Alternative simple models have been proposed to replace
fused-sphere models. Most of these alternatives involve the
addition of Gaussian-based functions instead of hard fused-
spheres to model the atoms.3,43-47 The reasons for proposing
these models center on “scientific accuracy”43 or conven-
ience,44 as Gaussian based functions are easily integrated or
differentiated, and the products of Gaussians have useful
coalescence properties.45 As the addition of Gaussian func-
tions does not lead to cusp regions in between atoms, such
representations often match the solvent-excluded surfaces
very well, especially if the Gaussians are chosen to have a
radial distribution that matches closely a predetermined set
of hard sphere van der Waals radii.

Pacios has also proposed and used a simplified representa-
tion of electron densities that could be used as an alternative
to hard-sphere models48-52 that are not based upon Gaussian
functions but rather a parametrized radial distribution func-
tion arrived at from exponential function descriptions of the
core and valence electrons.

While molecular shape-effects may become manifested in
a whole variety of ways (for example, in solute-solvent
interactions as well as in various statistical treatment of
solutions), the evident fact remains: the shape of a molecule
is the shape of the actual material making up the molecule-
the atomic nuclei and the electronic density cloud. Since there
is nothing else there, and the nuclei are buried within the
electron density, the shape of a molecule is determined by
the electron density cloud at the fuzzy, peripheral regions
of molecules. Therefore, the shape of the electron density is
the shape of the molecule. Evidently, any aspect of molecular
shape must also ultimately depend on the electron density.
This follows from the Hohenberg-Kohn theorem,53 which
states that the ground-state electron density fully determines
the Hamiltonian and, hence, any other property of the
molecule. Therefore, even for shape problems related to
molecular interactions, it is natural to deal with electron
density, since the very interactions must occur between and
ultimately must depend upon the electron densities of the
interacting molecules. For any interactions among a finite
number of molecules, the molecular assembly can be
regarded as a supermolecule, and all statements valid for
the electron density shape characterization of individual
molecules automatically also apply to the entire assembly,
even if technically such computations might become more
complex. Nevertheless, the principles are the same: electron
density provides the ultimate shape representation.
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The holographic electron density theorem provides an even
stronger statement of the use of electron density as the means
to define molecular shape: for real, boundaryless molecules
in the electronic ground state, it has been proven that any
positive volume part of the electron density of a molecule
must also contain all of the information that is contained in
the complete electron density of the molecule.54 As an
extension of the Hohenberg-Kohn theorem, this leads to
the conclusion that any finite electron density piece (whether
defined as a piece from a single molecule compared to the
complete electron density of the molecule or defined as the
nearly complete electron density of an individual molecule
which is treated as a finite piece of the supermolecular
electron density which describes a finite set of interacting
molecules) must also contain all the information that would
be found in complete ground-state electron density that
determines all properties of the system.55

To show that fused-sphere models (either hard-sphere or
Gaussian-based) are inadequate in modeling the fundamental
nature of the molecule (its electron density), a set of 46 small
molecules was tested. For each molecule, a hard-sphere
representation, a Gaussian-based fuzzy fused-sphere repre-
sentation, and several calculated electron density representa-
tions from basis sets of differing size were created. The
similarities between these representations was measured by
looking at the equivolume symmetric volume differences
between the surface representations as well as the shape
similarity of the distribution of electron density between the
fuzzy fused sphere and the calculated representations. The
results of these similarity comparisons show that, at best,
hard-sphere models represent well the electron density of
sigma-bonding-only molecules as calculated with a minimal
basis set. Increases in basis set size, which are associated
with a providing a better modeled representation of actual
molecular electron density, also increase the differences seen
between the calculated electron density representations and
the fused-sphere models. A spherical representation of an
atom is shown to be inadequate in modeling pi bonding
systems and atoms with lone pairs. As small molecules are
poorly represented, the inference that larger molecules will
be even more poorly represented is a logical one. With
advances in parallel computing and linear scaling electron
density methods,56-59 a movement away from fused-sphere
models and toward calculated electron density-based models
should be considered.

Theory

Two means of measuring the similarity of molecular
representative surfaces were used: symmetric volume dif-
ferences and the shape group method.60-66 In the symmetric
volume difference method the similarity of two equal-volume
enclosing surfaces expressed on the same molecular config-
uration K (GK and G′K) is measured by the volume enclosed
by the intersection of surfaces GK and G′K (VG∩G′) subtracted
from either volume VG or VG′. Because the surfaces enclose
equal volumes, the measure is symmetric: VG - VG∩G′ )
VG′ - VG∩G′. Surface similarity is expressed by volume
difference. Two surfaces with a small volume difference are
more similar than two surfaces with a greater volume

difference. The relative symmetric volume difference can
be expressed as the ratio between the symmetric volume
difference and the volume enclosed by one of the surfaces.
Figure 1 shows a graphical example of the symmetric volume
difference method. It should be noted in the figure that a
two-dimensional slice of a three-dimensional model is shown.
Therefore, while the areas enclosed by the surfaces in the
figure may not be equal, over the entire three-dimensional
model, the enclosed volumes are equal.

The shape group method provides consistent description
of the shapes of molecules based on electron density
representations. These descriptions can be compared to
provide a single numerical measure of the similarity of two
electron density representations.

Since electron density representations are fuzzy, the shape
group method uses molecular isodensity contours (MIDCOs)
to allow for the use of discrete mathematics. In three-
dimensional space, a MIDCO G(a) based upon molecular
configuration K is defined for the fuzzy electron density
representation F(r) such that each point in the MIDCO has
the same electron density value a: G(a) ) [r ∈ R3: F(r) )
a], a ∈ R3. Because the boundary value a can vary
continuously throughout the space, a continuum of MIDCOs
exist.

The shape characterization of a given MIDCO is per-
formed based upon the local relative curvature properties of
all the points that lie on the MIDCO surface.66 Mathemati-
cally, the local curvature at the surface point of interest can
be fully described by defining two orthogonal vectors that
form the basis of the plane tangent to the surface point. These
two vectors, combined with the electron density gradient
vector, define a local coordinate frame for the three-
dimensional space with the origin at the surface point of
interest. For some specific choice of tangent plane vectors
(the eigenvectors), the 2 × 2 Hessian matrix description of
the tangent plane will have the eigenvalues h1 and h2 that
describe the surface curvature relative to the tangent plane.

Figure 1. An example of the symmetric volume difference
measurement of similarity. The volume enclosed by the
intersection of the red and blue surfaces (the patterned region)
is subtracted from the volume enclosed by either the red or
blue surface. Since the surfaces are chosen to enclose equal
volumes, this defined volume difference is the same for either
the red or the blue surface.
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The local relative curvature is measured compared to
a reference curvature defined by a parameter b expressed as
a sphere with radius 1/|b|. A positive value of b results in a
sphere that curves toward the interior of the surface, a
negative value of b curves toward the exterior of the surface,
and a zero value for b represents the tangent plane to the
point of interest. The local relative curvature is found by a
direct comparison of the eigenvalues of the Hessian matrix
to the value of b. The surface point is locally convex
compared to the reference curvature if h1 e h2 < b and can
be said to belong to domain D2(b). The point is locally
concave and belongs to domain D0(b) if be h1e h2. Finally,
the point is locally saddle (domain D1(b)) if h1 < b e h2.

When all of the surface points of a MIDCO are assigned
to curvature domains, the shape of the MIDCO relative to
the reference curvature can be described. If all locally convex
points are truncated from the surface, the remaining MIDCO
points define one or more distinct surface pieces. Each piece
may be closed or have one or more holes. Through the use
of homology groups60 each piece of the truncated surface
can be assigned three Betti numbers Bp (p ) 0, 1, or 2) based
upon the incidence of oriented point, line, and area pieces
to one another. If B0 ) B2, then by the Poincaré index
theorem for a two-dimensional surface the piece is a closed
surface and has no holes. If B0 * B2, then the piece is open
and is topologically equivalent to a sphere with a hole in it.
All such open disconnected pieces in the truncated surface
share a common hole, which serves to describe their
disconnection from each other. Additional holes may also
be present in a piece. The number of such holes is given by
the first Betti number B1. Therefore, the total number of holes
for the piece is given by the first Betti number B1 plus the
common hole to all pieces, leading to B1+1 holes. The shape
of the MIDCO is described by the shape ID Vector, which
is the ordered list of B1+1 values for all the pieces.

Since the ordered lists of the shape ID vectors can be
unwieldy to compare, the description of the shape of the
MIDCO can be further encoded by defining the shape ID

number c′(a,b) based upon a prime number encoding scheme
of the ID vector. If the shape ID vector is ordered from the
largest magnitude Betti number (B1) to the smallest (Bn),
then c′(a,b) ) 2B1+1 x 3B2+1 x 5B3+1 x...x Pn

Bn+1.
The shape ID numbers are easily compared, but are only

valid for comparison between MIDCOs of the same isoden-
sity a and reference curvature b. Since there are infinitely
many choices for these variables, different values will result
in different shape descriptions of the same molecule. Total
shape characterization of a molecule is achieved through a
collection of shape codes at various combinations of variable
values. In the current implantation of the method, 41
MIDCOs G(a) are chosen throughout the range 10-3 e-/
bohr3 e a e 10-1 e-/bohr3 and are analyzed at 21 reference
curvature values (10-5 bohr e |b| e 1 bohr and also b ) 0
bohr). The complete shape of the molecule is described by
an 861 (41 × 21) member (a,b)-map matrix of shape codes.

Finally, the measurement of the similarity of electron
density representations of molecules is given by the single-
valued shape similarity index S(X,Y). For molecules X and
Y, the shape equiValence (∆) of the molecules at isodensity
a and curvature b is one if they have the same shape code,
and zero if they do not. The shape similarity index is the
sum of the shape equivalence values for all matrix elements
of the (a,b)-map divided by the total number of elements.

Computational Approach

For each of the 46 molecules examined (Figure 2), a single
geometry optimized at the HF/6-31G** level with Gauss-
ian0367 was used as a basis for all subsequent calculations.
van der Waals surfaces were generated on a grid of 0.1 bohr
utilizing the atomic radii of Gavezzotti.16 Use of a grid
allowed for direct comparison of the van der Waals surface
to the grid-based electron density representations in the study.

Electron density representations were calculated on a 0.1
bohr grid utilizing several different basis sets with the
Hartree-Fock methodology using an in-house program and

Figure 2. The 46 molecules for which similarity comparisons were made between the van der Waals, fuzzy fused-sphere, and
calculated electron density surfaces.
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the full population analysis performed by Gaussian03.
Additionally, electron density representations of the indi-
vidual atoms in their ground states were calculated on a 0.08
bohr grid in the same manner. These atomic representations
were then added together in a 0.1 bohr grid to give the fuzzy
fused-sphere electron density representations. Use of a higher
resolution grid for the atomic fragments served to reduce
the error that would be caused by nuclear positions that did
not sit exactly on any of the face-centered cubic positions
of the grid cells. In all cases, the placement and orientation
of the molecule within the grid was defined based on the
standard orientation of the Gaussian03 output, with the origin
of the space placed exactly in the center of a grid cell.

The volumes enclosed by the van der Waals surfaces were
calculated numerically. Electron density surfaces for both
the calculated and fuzzy fused- sphere representations
enclosing the same volume as the van der Waals surface
were then found through an iterative process of adjusting
the isosurface value and numerically calculating the enclosed
volume. Because all molecular representations were created
in the same grid space, the symmetric volume difference
between surfaces was also calculated numerically.

Shape similarity comparisons between fuzzy fused-sphere
and calculated electron density representations of molecules
were carried out with a suite of in-house programs.

Results and Discussion

The molecules studied were subdivided into groups based
upon their bonding. Alkanes 1-8 display only sigma bonding,
while molecules 9-17 and 46 show both pi and sigma
bonding. The remaining molecules contain an aromatic ring,
with the exception of 21 and 39, though these molecules
are included in the aromatic group because of their ring
structure and high degree of conjugation.

Table 1 shows the comparison of the van der Waals
(VDW), fuzzy fused-sphere (FFS), and calculated electron
density (CED) surfaces for the alkane sigma-bonding group
of molecules at four different basis set levels using relative
symmetric volume differences. Additionally, the shape group
method similarity values between the fuzzy fused-sphere and
calculated electron density representations of the molecules
are given.

In terms of calculated electron densities, those calculated
at the HF/STO-3G level are considered to be the least
representative of realistic electron densities, both because
the Hartree-Fock method does not account for electron
correlation, and because the STO-3G basis set is small. The
minimal nature of the basis set does not allow for robust
representation of molecular orbitals, to the point where the
HF/STO-3G calculated electron density can be thought of
as fused-atom representations of the molecules with slight
distortions seen in the bonding regions. This notion is borne
out in the data of Table 1. The fuzzy fused-sphere repre-
sentations of the molecules have smaller relative symmetric
volume difference values compared to the van der Waals
surface (FFS-VDW) than do the calculated electron density
representations (CED-VDW), indicating the fuzzy fused-
sphere representations are more similar to the van der Waals
representations. However, the fuzzy fused-sphere and cal-
culated electron density representations are very similar to
each other (FFS-CED) because the addition of fuzzy spheres
will better model the off-bond portion of the sigma-bonding
regions of the molecules compared to discrete fused-sphere
representations. This is not surprising, as a disadvantage of
van der Waals surfaces is the poor representation of the
electron density in the bonding regions where the spheres
overlap. Molecular surface representations counteract this
disadvantage somewhat and should end up being more
similar to the fuzzy fused-sphere representations than to the

Table 1. Similarity Comparisons for Sigma-Bonded Molecules 1-8a

STO-3G 3-21G

VVDW
b CED-VDWc FFS-VDWc FFS-CEDc shaped CED-VDWc FFS-VDWc FFS-CEDc shaped

1 189.6 2.93% 2.46% 1.61% 0.85 3.48% 2.58% 1.81% 0.90
2 294.2 2.63% 2.05% 1.16% 0.91 3.45% 2.63% 1.21% 0.89
3 404.1 2.60% 2.02% 1.08% 0.95 3.40% 2.78% 1.10% 0.86
4 519.1 2.69% 2.11% 1.10% 0.95 3.59% 2.98% 1.21% 0.87
5 514.2 2.67% 2.16% 1.04% 0.94 3.52% 2.96% 1.11% 0.86
6 626.1 2.67% 2.14% 1.02% 0.91 3.55% 3.02% 1.14% 0.85
7 624.2 2.61% 2.14% 0.98% 0.94 3.46% 2.96% 1.05% 0.85
8 624.8 2.85% 2.42% 1.13% 0.92 3.77% 3.17% 1.32% 0.93

6-31G** cc-pVDZ

VVDW
b CED-VDWc FFS-VDWc FFS-CEDc shaped CED-VDWc FFS-VDWc FFS-CEDc shaped

1 189.6 3.16% 2.51% 0.69% 0.87 3.75% 2.97% 1.02% 0.69
2 294.2 2.77% 2.57% 0.84% 0.87 3.43% 3.53% 1.41% 0.62
3 404.1 2.77% 2.75% 0.89% 0.86 3.43% 3.78% 1.47% 0.59
4 519.1 2.89% 2.95% 0.97% 0.89 3.62% 4.06% 1.48% 0.65
5 514.2 2.88% 2.97% 0.84% 0.89 3.57% 3.96% 1.34% 0.61
6 626.1 2.88% 3.01% 1.02% 0.86 3.60% 4.10% 1.55% 0.62
7 624.2 2.82% 2.97% 0.88% 0.86 3.51% 3.95% 1.33% 0.63
8 624.8 3.18% 3.24% 0.88% 0.87 3.81% 4.09% 1.31% 0.66

a CED - calculated electron density, FFS - fuzzy fused-sphere, VDW - van der Waals. b VVDW - van der Waals surface volume in
bohr3/molecule. c Symmetric volume difference of the two specified surfaces expressed as a percentage of VVDW. d Shape group method
similarity between CED and FFS.
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van der Waals surfaces in most cases. However, in cases
where this increased similarity would be seen it needs to be
remembered that this comes about as a result of a comple-
mentary solvent radius choice and not because the molecular
surface model is any more adept at realistically representing
electron density in bonding regions of the solvated molecule.

The shape group method similarity measure between the
fuzzy fused-sphere and calculated electron density represen-
tations shows how the two representations would differ if
the isosurface bounds were changed, like in a case where
different van der Waals radii are used, leading to changes
in volume. Effectively, as long as the calculated electron
density can be thought of as the slightly distorted addition
of atomic representations, the shape similarity between it and
the fuzzy fused-sphere representation should be high, while
low shape similarity values indicate large distortions of the
calculated electron density from the surface created by adding
atomic representations. For the HF/STO-3G sigma-bonded
molecules, the shape similarity values are high, indicating
the calculated electron density is much like a slightly
distorted fuzzy fused-sphere representation.

As basis set size is increased, the calculated electron
density is based on a larger number of molecular orbitals,
and so the bonding and more electron-diffuse regions of
molecules are better defined. Because of this a slight increase
is seen in the CED-VDW and FFS-VDW values for the basis
sets 3-21G, 6-31G**, and cc-pVDZ as compared to the
STO-3G values for the same molecules. However, the FFS-
CED values are still quite small, indicating high similarity
between the fuzzy fused-sphere and calculated electron
density representations. Overall, because sigma bonding can
be described as cylindrical in nature, the overlap of two fuzzy

spheres will model a σ bond well both in terms of the
cylindrical electron distribution within the bond as well as
in terms of the decrease in electron density as the perpen-
dicular distance from the axis of the cylinder is increased.

The shape similarity numbers tell much the same story as
the basis set size is increased from STO-3G to 3-21G to
6-31G**. Generally, small decreases in the similarity for
all the sigma-bonded molecules are seen as the basis set size
is increased, indicating that the calculated electron density
is quite similar to added atomic representations throughout
a large range of electron density isosurface values. Use of
different sets of van der Waals radii should therefore not
have a large impact on the comparability of the representa-
tions. This cannot be said, however, for the molecular
electron densities calculated at the highest basis set level (cc-
pVDZ). The small shape similarity values indicate that fuzzy
fused-sphere (and by extension, discrete fused-sphere)
surfaces are not adept at modeling the electron density
through a range of isosurface values. Since the larger basis
set should provide a more realistic representation of the
electron density than a smaller basis set, this indicates fused-
sphere models are not effectively modeling “real” sigma-
bonding systems.

Table 2 shows data comparable to that of Table 1 for the
set of molecules (9-17, 46) with both sigma and pi bonding.

The data in Table 2 show larger relative symmetric volume
difference values than seen in Table 1 for both the calculated
electron density and fuzzy fused-sphere surfaces compared
to the van der Waals surfaces as well as compared to each
other. More specifically, as the basis set size is increased,
there is a marked increase in the FFS-CED symmetric
volume difference values, indicating the calculated electron

Table 2. Similarity Comparisons for Molecules with Sigma and Pi Bondinga

STO-3G 3-21G

VVDW
b CED-VDWc FFS-VDWc FFS-CEDc shaped CED-VDWc FFS-VDWc FFS-CEDc shaped

9 263.3 3.59% 4.55% 1.60% 0.65 3.58% 3.58% 4.33% 0.82
10 237.6 4.34% 5.71% 2.01% 0.85 3.83% 4.91% 6.53% 0.91
11 341.5 3.71% 4.92% 1.67% 0.61 3.46% 3.85% 5.03% 0.85
12 373.4 3.32% 3.71% 1.37% 0.78 3.51% 3.31% 3.15% 0.77
13 482.9 3.05% 3.02% 1.24% 0.90 3.39% 3.03% 2.41% 0.80
14 482.2 3.12% 3.16% 1.21% 0.83 3.45% 3.29% 2.58% 0.83
15 449.7 3.60% 4.59% 1.51% 0.80 3.51% 3.70% 4.37% 0.87
16 418.1 3.73% 5.02% 1.62% 0.66 3.15% 3.92% 5.03% 0.83
17 392.7 3.55% 4.40% 1.83% 0.58 3.37% 3.73% 4.87% 0.81
46 486.2 3.04% 2.80% 1.45% 0.79 4.62% 3.19% 3.09% 0.77

6-31G** cc-pVDZ

VVDW
b CED-VDWc FFS-VDWc FFS-CEDc shaped CED-VDWc FFS-VDWc FFS-CEDc shaped

9 263.3 3.00% 4.07% 3.89% 0.74 4.43% 3.63% 4.84% 0.71
10 237.6 3.69% 5.49% 6.28% 0.84 5.70% 3.88% 7.73% 0.86
11 341.5 3.02% 4.41% 4.57% 0.76 4.43% 3.32% 5.58% 0.74
12 373.4 2.97% 3.54% 2.75% 0.77 4.15% 3.80% 3.61% 0.61
13 482.9 2.88% 3.16% 1.89% 0.64 3.90% 3.60% 2.52% 0.58
14 482.2 2.88% 3.43% 2.19% 0.74 3.96% 3.93% 2.89% 0.61
15 449.7 2.99% 4.12% 3.88% 0.75 4.39% 3.80% 4.84% 0.71
16 418.1 2.78% 4.61% 4.66% 0.62 4.14% 3.19% 5.68% 0.68
17 392.7 3.18% 4.18% 4.87% 0.65 4.69% 3.00% 5.75% 0.82
46 486.2 5.36% 3.32% 3.89% 0.64 6.70% 4.13% 4.43% 0.61

a CED - calculated electron density, FFS - fuzzy fused-sphere, VDW - van der Waals. b VVDW - van der Waals surface volume in
bohr3/molecule. c Symmetric volume difference of the two specified surfaces expressed as a percentage of VVDW. d Shape group method
similarity between CED and FFS.
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density can no longer be seen as slightly distorted added
atomic representations. Pi bonding in the systems is the
explanation for this observation. Pi bonding, unlike sigma
bonding, is not cylindrical in nature, and so the overlap of
spheres cannot represent it as well. This is confirmed as the
smallest relative symmetric volume difference values in the
table are seen for molecules 12-14, where there are significant
sigma-bonded regions of the molecules as well as pi-bonded
regions. The values indicate these molecules fall in between
those of Table 1 and the more significantly pi-bonded
molecules of Table 2, showing that the sigma-bonded regions
are somewhat well represented by the fused-sphere models
but the pi bonding regions are not.

The notion that fused-sphere models are poor at represent-
ing pi bonding is further confirmed by the shape similarity
values. In general, they are lower than those seen in Table
1, but more specifically, they are in many cases much smaller
for molecules with double bonds. Ethene (9) is seen to have
shape similarity numbers much smaller than those for ethane
(2) for the basis sets STO-3G, 3-21G, and 6-31G**. The
pi bonding of the double bond is directed in a plane that
includes the axis of the σ bond and is characterized by
fattening of the electron density between the atoms involved
in the bonding. Since the cylindrical representation of
bonding in fused-sphere models cannot include this direc-
tionality, this leads to lowered shape similarity to the
calculated electron density. However, the ethyne (10) shape
similarity numbers increase from those for ethene because
the two perpendicular pi bonds do create a cylindrical
electron density distribution. This, however, is a fortuitous

occurrence in the fused-sphere models rather than caused
by adequate modeling of the electron density, as can be seen
in Figure 3.

In Figure 3 equivolume van der Waals, fuzzy fused-sphere,
and calculated electron density surfaces are shown for ethane,
ethene, and ethyne at the HF/STO-3G and HF/cc-pVDZ
levels. For ethane, the main difference between the van der
Waals surface and the STO-3G calculated electron density
surface is seen in the bonding regions of the molecule, as is
to be expected. The FFS-VDW differences are most apparent
in the carbon-hydrogen bonding regions, but for the most
part, the two surfaces are not very different, as is seen in
the symmetric volume difference data. In the HF/cc-pVDZ
ethane representations, the calculated electron density shows
many of the same differences from the van der Waals surface
as for the smaller basis set, but the FFS-VDW comparison
is much more complex.

The ethene molecule surfaces are most interesting. The
STO-3G basis set, as a minimal basis, is not as effective at
modeling pi bonding because of the small number of
molecular orbitals, and so the calculated electron density does
not show the characteristic pi-bond fattening except in the
midpoint of the carbon-carbon bonding region. In the cc-
pVDZ CED surface, the pi-bond fattening is quite evident,
and so neither the VDW or FFS surface represents well the
calculated electron density. The ethyne molecule surfaces
also show these same features, but again, because of the
cylindrical overlap of the two perpendicular pi bonds in the
molecule, the VDW and FFS models more closely match
the calculated electron density surfaces.

A molecule of special interest in the study is the hydrogen
terminated representation of the alanyl group (46), which
shows the basic features of amide linked amino acids as they
are found in proteins, the most notable of which are the
amino group and the carbonyl group. Table 2 contains the

Figure 3. Equivolume van der Waals (VDW), fuzzy fused-
sphere (FFS), and calculated electron density (CED) surfaces
for ethane (2), ethene (9), and ethyne (10) at the HF/STO-
3G and HF/cc-pVDZ levels of theory.

Figure 4. Front and back views of equivolume van der Waals
(VDW), fuzzy fused-sphere (FFS), and calculated electron
density (CED) surfaces for the alanyl group (46) at the HF/
STO-3G and HF/cc-pVDZ levels of theory.
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similarity data for the surfaces of this alanyl group, while
Figure 4 shows front and back views of the van der Waals,
the HF/STO-3G, and the HF/cc-pVDZ fuzzy fused-sphere
and calculated electron density surfaces.

When considered in the group of molecules with both
double bonds and significant sigma-bonding-only groups (12-
14), the alanyl group FFS-VDW symmetric volume differ-
ence values occur at the low end of the range for STO-3G
and then move toward the high end of the range as the basis
set size is increased. In Figure 4 it can be seen that the main
sources for this increase are the bonding regions of the
hydrogen atoms, and the fuzzy-fused sphere overlaps be-
tween the groups that are bonded to the central carbon atom.

More importantly, the FFS-CED and the CED-VDW
symmetric volume difference comparisons start in the same
range of values as molecules 12-14 with the minimal basis
set, but quickly fall outside of the range, becoming much
larger (indicating lesser similarity) when the basis set size
is increased. The shape similarity values confirm this trend,
as lower similarity is seen as the basis set becomes larger,
and the electron density is more realistically modeled.

Figure 4 shows that the STO-3G calculated electron
density surface differs most in the bonding and group overlap
regions, as has been seen before in ethane. For the cc-pVDZ
CED, though, the largest differences are seen around the
oxygen atom of the carbonyl group and the nitrogen atom
of the amine group. If the electron density is considered in
very simple terms these regions of the molecule include
sigma-bonding, pi-bonding, and nonbonding electrons. With
the double-bonded oxygen atom and its nonbonded electrons,
the electron density tends to balloon outside of the fused-
sphere representations anisotropically in various directions,
while for the nitrogen atom this ballooning tends to occur
in the region of the atom where the nonbonding electrons
would be found. A sphere of fixed radius, regardless of how

the radius is chosen, will not accurately model all three
electron types at the same time.

The implication for fused-sphere modeling of polypeptides
and proteins is clear. While the electron density sigma-
bonding-only side chains of certain amino acids like glycine,
alanine, valine, leucine, and isoleucine can somewhat be
adequately modeled with fused-sphere representations, the
backbone of the protein, with its carbonyl and amine groups,
cannot be adequately modeled with fused-sphere representa-
tions. Additionally, the side chains of amino acids such as
aspartic acid, glutamic acid, lysine, arginine, asparagine, and
glutamine most likely face the same fused-sphere modeling
difficulties as the backbone groups. Such a notion is
supported by a study where parametrization of atomic radii
to give agreement between van der Waals and solvent
accessible surface-based Poisson-Boltzmann electrostatic
free energy calculations show that for a single amino acid
the atomic radii need to differ by 2-5% between the van
der Waals and solvent accessible surface calculations, but
for an approximately 200-residue protein this difference in
atomic radii required to achieve agreement increases to over
20%.8

Table 3 gives the similarity comparisons for selected
aromatic group (18-45) molecules. In comparison to ethene
(10), the benzene molecule (18) CED-VDW symmetric
volume difference values are markedly lower, indicating
higher similarity. This higher similarity is also seen in the
shape similarity values, with the exception for the HF/cc-
pVDZ case, where little change is seen in the relatively poor
similarity value. The high level of symmetry leads to this
higher similarity, with the ring forming a toroidal distribution
of electron density, which acts much like the cylindrical
distribution of the electron density in both sigma and triple
bonds. Figure 5 shows the surfaces at the HF/STO-3G and
HF/cc-pVDZ levels for benzene. As seen before in ethene,

Table 3. Similarity Comparisons for Selected Aromatic Group Moleculesa

STO-3G 3-21G

VVDW
b CED-VDWc FFS-VDWc FFS-CEDc shaped CED-VDWc FFS-VDWc FFS-CEDc shaped

18 557.8 3.21% 4.22% 1.34% 0.90 2.86% 3.32% 4.48% 0.87
19 668.5 3.10% 3.94% 1.31% 0.92 2.95% 3.20% 3.79% 0.85
20 599.6 3.22% 4.10% 1.61% 0.82 3.61% 3.30% 4.80% 0.81
21 602.7 3.05% 3.68% 1.16% 0.87 3.44% 3.09% 3.92% 0.87
27 710.2 3.14% 3.81% 1.51% 0.91 3.59% 3.21% 4.13% 0.84
28 711.5 3.14% 3.83% 1.52% 0.90 3.60% 3.22% 4.19% 0.83
29 710.1 3.14% 3.82% 1.52% 0.91 3.58% 3.19% 4.16% 0.87
39 610.2 3.11% 3.57% 1.07% 0.86 3.76% 3.02% 3.92% 0.85

6-31G** cc-pVDZ

VVDW
b CED-VDWc FFS-VDWc FFS-CEDc shaped CED-VDWc FFS-VDWc FFS-CEDc shaped

18 557.8 2.25% 3.77% 3.96% 0.88 3.71% 3.40% 4.98% 0.68
19 668.5 2.41% 3.57% 3.43% 0.83 3.77% 3.50% 4.45% 0.63
20 599.6 3.62% 3.93% 4.52% 0.82 5.07% 3.85% 5.34% 0.67
21 602.7 3.90% 3.46% 4.02% 0.81 5.19% 3.65% 4.86% 0.68
27 710.2 3.52% 3.72% 3.99% 0.85 4.89% 3.81% 4.79% 0.65
28 711.5 3.52% 3.72% 4.03% 0.86 4.93% 3.82% 4.90% 0.71
29 710.1 3.50% 3.72% 3.94% 0.87 4.90% 3.79% 4.75% 0.67
39 610.2 5.28% 3.70% 4.47% 0.79 6.52% 3.72% 5.11% 0.79

a CED - calculated electron density, FFS - fuzzy fused-sphere, VDW - van der Waals. b VVDW - van der Waals surface volume in
bohr3/molecule. c Symmetric volume difference of the two specified surfaces expressed as a percentage of VVDW. d Shape group method
similarity between CED and FFS.

1634 J. Chem. Theory Comput., Vol. 4, No. 10, 2008 Warburton et al.



the minimal basis set does not model well the delocalization
of the electron density above and below the plane of the
ring, leading to the calculated electron density being much
like a distorted fused-sphere representation where the most
notable differences to the VDW surface are in the midpoints
of the bonds. The larger basis set more accurately models
this delocalization.

Molecules 21 and 39 in the table are highly conjugated
ring compounds that are not aromatic. In terms of the
symmetric volume difference values as the basis set size is
increased, the trends in the changes in the values as compared
to benzene are much like those of the alanyl molecule relative
to molecules 12-14, in that sigma-, pi-, and nonbonding
electrons are being represented by a single fused-sphere
radius, and so as the electron density is better modeled with
larger basis sets, the differences become more marked.

Conclusion

Through the use of symmetric volume difference and the
shape group method it has been shown that fused-sphere
models and fuzzy fused-sphere models show significant
differences to calculated electron densities of small mol-
ecules, even for a minimal basis set, where it would be
expected the models should show reasonable similarity. Use
of more complete basis sets only serve to highlight the
increasing difference between fused-sphere models and
calculated electron densities, especially as they relate to pi-
and nonbonding regions of the molecules. Larger molecules,
it can be concluded, will likely be even more poorly
represented by fused-sphere or fuzzy fused-sphere models.
As such, with advances in computing power, algorithm
parallelization and linear scaling electron density methods,
the use of calculated electron density models is recommended
over fused-sphere models. In cases where fused-sphere based
models are the only currently existing models in use for the
calculation of a specific property, these results would also
indicate that development and exploration of specific property
models that are based on calculated electron density repre-
sentations should be vigorously pursued.
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Abstract: Taking the square of the bond ionicity, iµ2(i,j), for molecular orbital µ in the localized
orbital representation of Cisolowski and Mixon (J. Am. Chem. Soc. 1991, 113, 4142-4145) as
an ionic bond order, one finds a simple and natural relation between the covalent bond order,
pcov, µ(i,j), and the ionic bond order, pion,µ(i,j): pion,µ(i,j) ≡ iµ2(i,j) ) 1 - [pcov, µ(i,j)]/[pcov, µ

max (i,j)] where
pcov, µ

max (i,j) ) tµ(i,j)2 is the maximum value pcov, µ(i,j) can attain and where tµ(i,j) is the total orbital
occupancy of the atoms-in-molecules basins involved. A number of examples and limitations of
the method are presented using the B3LYP/6-311+G(d,p) density functional approach.

I. Introduction

When chemists speak of chemical bonds they usually refer
to them as “covalent” or “ionic” or, more generally,
“polar” or “nonpolar”. When electron pairs are nearly
equally shared between two atoms of similar electro-
negativities, we think of the bond holding the atoms
together as a covalent or nonpolar bond. Likewise, when
the electronegativity difference is large, such as in NaF,
the electron pair is basically held much more by the more
electronegative element, and we call the bond ionic or
polar. But, of course, pure covalent bonds are rare, and
there are in actuality no pure ionic bonds because the
electron pair involved will have some spatial component
of the less electronegative element (unless the bond is
completely broken into ion fragments, in which case there
is no bond at all!). More generally, bonds are polar, and
the extent of their polarity dictates our qualitative way of
discussing them. That is, all bonds have some covalent
character, and virtually all bonds between elements of
differing electronegativity have some ionic character.

While the general nature of the chemical bond has an
implicit understanding among chemists, its quantitative
character must be defined in terms of reasonable molecular
quantities, and there are a multitude of such definitions.
Covalent bond orders have been defined in a variety of
ways and are useful quantities in that they tend to reflect
in a quantitative way the covalent bonding involved. Not
only can individual covalent bond orders be defined but

also total covalent bond orders for a given atom such as
the atomic covalancy of Ángyán, Loos, and Mayer.1 The
covalent bond order of Ángyán et al. and the equivalent
single determinant form of the delocalization index of
Fradera, Austen, and Bader2 along with the covalent bond
order of Cioslowski and Mixon3 (CM) can be used to
measure such quantities. These bond orders have a strong
theoretical foundation since they are based on the (spin-
less) electron pair density, most appropriate in discussing
electron pairs. All these approaches employ the atoms-
in-molecules (AIM) approach of Bader4 in which the
electronic space is divided into disjoint basins based on
the vector field of the gradient of the electron density,
F(rb). We focus here on the approach of Cioslowski and
Mixon defined in a basis of localized orbitals that allow
the bond character to be more easily visualized.

But while covalent bond orders are readily defined, there
has, to this point, been no corresponding simple and readily
available definition of ionic bond order. In a recent paper
Gould et al.5 suggest a definition for covalent and ionic bond
indices that appears most promising, although it is not of
immediate transparency. They point out that at the time of
their publication the concept of an ionic bond index had not
been thoroughly defined on an equal footing with the
covalent bond index, and, in contrast to the present method
(vide infra), their approach is not limited in its application.
The purpose of our paper is to point out that such a bond
order can be simply defined that readily follows the basic
ideas of bond polarity. The defined ionic bond order is very
natural, and its attractiveness lies in the ease with which it
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fits in and complements the corresponding Cisolowski-Mixon
covalent bond order.

II. Theoretical Background

The covalent bond orders of Cioslowski and Mixon3 are
directly related to and more transparently understood by the
ideas of the covalent bond order of Ángyán, Loos, and
Mayer1 and the delocalization index of Fradera, Austen, and
Bader.2 The bond orders between AIM atoms (basins) i and
j are defined by a decomposition of the spinless pair density,
P2(rb1,rb2), a decomposition that is due to McWeeny6,7 who
defined P2(rb1,rb2) in a way that accentuates the role of
correlation by introducing the correlation factor f(rb1,rb2).

P2(rb1, rb2))F(rb1)F(rb2)[1+ f (rb1, rb2)] (1)

In terms of this expression for P2(rb1,rb2) one then finds the
interbasin pair number, Nij, to be given by

Nij )∫Ωi
drb1∫Ωj

drb2P2(rb1, rb2))∫Ωi
drb1∫Ωj

drb2F(rb1)F(rb2)[1+

f(rb1, rb2)])NiNj +∫Ωi
drb1∫Ωj

drb2F(rb1)F(rb2)f(rb1, rb2))

NiNj -Fij(2)

which defines Fij and holds for all i,j, including the case i)j.
Ni is the (average) electron population of basin i. Fradera,
Austen, and Bader3 define Fii ≡ λi as the atomic localization
index, and the sum Fij + Fji ) 2Fij ≡ δij as the delocalization
index. They do not take the delocalization index as a bond
order per se but rather as a measure of the number of electron
pairs shared between basins i and j.

The nature of the delocalization index is more clearly seen
when we express it for a closed shell, single determinant
wave function (such as a Hartree-Fock wave function or
the Kohn-Sham wave function employed here) where it is
given by integration of the exchange density over the two
basins involved

δij ) 2Fij ) 4∑
µ,ν

occ

〈µ|ν〉 i〈ν|µ〉 j (3)

where standard bracket notation is employed, and where the
subscripts i,j refer to basins Ωi, Ωj. Clearly the delocalization
index is nonzero only if (molecular) orbitals span (extend
into) both basins i and j. It will tend to more readily reflect
a “true” bond order when polarization effects are absent but
will be more complicated when such effects are present. In
the single determinant approach the delocalization index
given in eq 3 is exactly the topological covalent bond order
defined by Ángyán, Loos, and Mayer.1

The Cioslowski-Mixon (CM) bond order3 is found from
a decomposition of the total number of electrons in the
system. Employing the Bader-Stephens sum rule8 one can
show that

N)∑
i,j

Fij )∑
i,j

∑
ν,µ

2〈ν|µ〉 i〈µ|ν〉 j )

∑
i,j

∑
µ

2〈µ|µ〉 i〈µ|µ〉 j +∑
i,j

∑
ν<µ

4〈ν|µ〉 i〈µ|ν〉 j(4)

However, the last term in the final expression in eq 4 vanishes
due to orbital orthogonality, so that we finally obtain

N)∑
i,j

∑
µ

2〈µ|µ〉 i〈µ|µ〉 j )

∑
i
∑

µ
2〈µ|µ〉 i〈µ|µ〉 i +∑

i<j
∑

µ
4〈µ|µ〉 i〈µ|µ〉 j(5)

The expression for N in eq 5 is quite general for single
determinant wave functions.

Cioslowski and Mixon start with the expressions in eq 5,
defining the first (i)j) term as Natomic and the second (i<j)
as Ndiatomic. They then perform an orbital localization
procedure which maximizes Natomic while maintaining the first
order density matrix constant, Cioslowski’s isopycnic
transformation,9,10 a generalization of the unitary transforma-
tion to which it reduces for single determinant wave functions
where occupation numbers are unity or zero. Cioslowski and
Mixon then define a covalent bond order, pcov(i,j), between
AIM basins i and j in this specific representation as

pcov(i, j))∑
µ

4〈µ|µ〉 i〈µ|µ〉 j (6)

These bond orders generally relate well to conventional ideas
of single and multiple covalent bonds, as do those in the
more general and invariant approach used by Ángyán, Loos,
and Mayer.1 The more general delocalization index is, as
both Fradera et al.2 and Ángyán, Loos, and Mayer point out,
invariant to unitary transformations, while the CM bond order
definition, in which only the µ ) υ “diagonal terms” of eq
3 are kept, is not. However, as Ángyán et al. point out, on
the basis of the population-localized orbitals Cioslowski and
Mixon use, the neglected off-diagonal terms are small and
for strictly localizable systems may be negligible. Further-
more, the localization procedure is not arbitrary and is well
defined for a given basis set. One of its greatest practical
advantages is that in its current implementation11 the various
bond orders are readily seen from the individual orbital
populations.

Cisolowski and Mixon go on to define the ionicity12 of
molecular orbital µ (in their representation) involving atoms
(basins) i and j as

iµ(i, j))
〈µ|µ〉 i - 〈µ|µ〉 j

〈µ|µ〉 i + 〈µ|µ〉 j
(7)

While iµ(i,j) does not have a simple relationship to the
corresponding covalent bond order pcov, µ(i,j) for molecular
orbital µ, the quantity pion,µ(i,j) ≡ iµ

2(i,j) does, where pion,µ(i,j)
is our newly defined ionic bond order for orbital µ. Defining
the denominator of eq 7 as tµ(i,j), the total occupancy of
molecular orbital µ in basins i and j, it is not difficult to
show that

pion,µ(i, j) ≡ iµ
2(i, j)) 1-

pcov,µ(i, j)

tµ(i, j)2
(8)

which may also be written as

pion,µ(i, j) ≡ iµ
2(i, j)) 1-

pcov,µ(i, j)

pcov,µ
max (i, j)

(9)

since tµ(i,j)2 is the maximum value pcov, µ(i,j) can assume for
the total occupancies tµ(i,j) ) 〈µ|µ〉 i + 〈µ|µ〉 j. pcov, µ

max (i,j) acts
as a scaling factor for the bond order; it will be unity when
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virtually all the atomic occupancies of molecular orbital µ
are contained in basins i and j and will also approach this
value for a highly localized orbital.

The definition of ionic bond order given in eq 9 (and eq
8) is particularly simple, and its attractivelness lies in the
fact that it fits in so naturally with the Cioslowski-Mixon
definition of covalent bond order. Given a bonding orbital,
the ratio of pcov, µ(i,j)/pcov, µ

max (i,j) varies from (near) zero to
unity as the ionic bond order varies from unity to zero.
Because of the nature of the atomic orbitals, there will always
be some overlap of orbitals into adjacent basins so pcov, µ(i,j)
can never actually be zero.

III. Details of the Calculations

The CM bond orders as well as the general optimizations
and minimum-confirming frequency calculations were carried
out in the B3LYP/6-311+G(d,p) approach13,14 with Gauss-
ian 03.11 In our tables the doubly occupied localized orbitals
are listed by increasing negative kinetic energy; accordingly,
core orbitals come near the top of the list and valence and
lone pair orbitals near the bottom. Our characterization of
the orbital type is based on a combination of the energy
listing and our basic understanding of the constitution of core,
valence, and lone pair orbitals.

IV. Results and Discussion

For the most part the examples we cite below are straight-
forward. To the extent a bond is covalent, that is, has a high
covalent bond order, it is not ionic, that is, it has a small
ionic bond order. Conversely, when a bond has a high ionic
bond order, its covalent order will be small. However, before
we exhibit a number of examples, we take a brief interlude
to talk about some qualitative ideas of chemical bonding.

IV.1. An Interlude on Chemical Bonding. The applica-
tion of the results expressed in eq 9 (or eq 8) requires some
restraint as well as some understanding of what chemists
mean when they refer to a chemical bond. We will discuss
this generally here and show applications of this discussion
in the material that follows.

We shall find that the Li 1s core orbital is spread slightly
into the hydrogen atomic basin in LiH. We can, therefore,
calculate both a (very small) covalent bond order and a
corresponding ionic bond nearly equal to unity. But, we
normally do not consider this as representing an ionic bond,
basically because the two electrons occupying the Li 1s core
both “belong” to the Li atom. The oxygen lone pairs in H2CO
have a slight spread into the C atomic basin and even a very
small amount into the hydrogen atomic basins. Yet we do
not characterize these interactions as constituting highly ionic
chemical bonds, again because the two electrons involved
in each of the two lone pair orbitals have their origins in the
oxygen atom. The orbitals that dominate both CO bonding
orbitals have contributions from the two hydrogen atomic
basins. Accordingly, there can be defined a covalent bond
order between oxygen and each hydrogen in these orbitals
as well as an ionic bond order. Such secondary bonding is
a result of the inability to completely localize any molecular
orbital, but we do not characterize such interactions as

covalent or ionic. Do all these interactions contribute to the
stability of the molecular species? Yes, otherwise they would
not occur as they do. But it is not meaningful to talk about
“bonds” in these cases; rather one should talk about stabiliz-
ing interactions of special kinds.

It is appropriate to discuss the covalent and ionic character
of a bond when the orbital in question is part of the valence
space, that is, where electrons from two or more dominant
atomic species are involved. In the first few examples we
discuss we include in the tables all the interactions to
illustrate the points made above. But after this we shall
include only the covalent and ionic character of bonds in
the valence space.

IV.2. Examples of Ionic Bonds. Illustrative of highly
ionic bonds are those in the lithium and sodium hydrides
and fluorides and the FHF- anion.

Table 1 exhibits data for LiH and LiF and shows in
parentheses contributions from core and lone pair orbitals,
cases where, as discussed above, one should strictly speaking
not talk about a chemical bond. The singular bonds in LiH
and LiF are highly ionic with ionic bond orders of 0.7900
and 0.8934, respectively. Note in the two cases that small
but finite covalent bond orders are determined for both core
and lone pair orbitals, the latter being quite significant in
LiF where three fluorine lone pairs are present. Note also
that since we are dealing here with diatomics the sum of the
covalent and ionic bond orders sum to unity.

The results for NaH and NaF shown in Table 2 are similar
to those of the lithium analogues. Here again we show all
calculated bond orders including core and lone pairs where
we really cannot talk about chemical bonds. Interestingly,
the bond in NaH is of equal covalent and ionic parts (as is
KH, data not shown), but the bond in NaF is highly ionic,
with an ionic bond order of 0.8453. In this regard since Li,
Na, and K all have comparable electronegativities, it is a bit
surprising that the covalent bond order of LiH is as small as
it is.

Table 3 shows the various contributions to the covalent
bond orders in these four molecules. Note that the large
contribution by lone pairs in LiF causes the total covalent
bond orders in LiH and LiF to be about the same. There is
also a noticeable contribution by lone pairs in NaF, but the

Table 1. Atomic Occupancies and Covalent (pcov) and
Ionic (pion) Bond Orders for LiH and LiFa

A. LiH

orbital Li H orbital type pcov pion

1 0.9962 0.0038 Li core (0.0151 0.9849)
2 0.0556 0.9444 bond orbital 0.2100 0.7900

B. LiF

orbital Li F orbital type pcov pion

1 0.0000 1.0000 F core
2 0.0002 0.9998 F lone pair (0.0008 0.9992)
3 0.9925 0.0075 Li core (0.0298 0.9702)
4 0.0274 0.9726 bond orbital 0.1066 0.8934
5 0.0103 0.9897 F lone pair (0.0408 0.9592)
6 0.0103 0.9897 F lone pair (0.0408 0.9592)

a Data for the core and lone pair orbitals are given in
parentheses.
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low bond contribution in NaF makes its total covalent bond
order about half that of NaH.

The interesting case of the FHF- anion is illustrated by
the data in Table 4. Here all orbital occupancies are listed,
but bond orders are only shown for orbitals 9 and 10 which
represent the chemical bonds in this system. Note that these
are basically two-center two-electron bonds; that is, the CM
decomposition does not reveal any three-center bonds which
might have been present here. The ionic bond order of the
two bonds is quite high showing that one can represent this
system basically as F-H+F-.

IV.3. Some Examples of Typical Covalent Bonds.
Illustrative of typical covalently bonded but polar bonds are
H2CO and HNCH2 whose data are given in Tables 5 and 6.
The CH and CO bonds in formaldehyde are shown as orbitals
7,8 and 4,6, respectively. As expected the CH bonds are
nearly pure covalent bonds, while those between C and O
are polar, exhibiting ionic bond orders of 0.3792 and 0.2313.
Because of the polarity of the CO bonds, the covalent
character of these sums to 1.3566, considerably less than
2.0 that would be expected for a pure covalent double bond.

The covalent bond orders for the two CC bonds in ethylene
(data not shown) are 0.9513 and 0.8832 summing to 1.8345,
and with zero ionic bond order due to the molecular
symmetry. The covalent and ionic bond orders for the CO
and OH bonds in ethanol (data not shown) are 0.6959, 0.2726
and 0.6525, 0.3288, respectively.

Table 2. Atomic Occupancies and Covalent (pcov) and
Ionic (pioN) Bond Orders for NaH and NaFa

A. NaH

orbital Na H orbital type pcov pion

1 1.0000 0.0000 Na n ) 1 core
2 0.9955 0.0046 Na n ) 2 core (0.0183 0.9817)
3 0.9989 0.0011 Na n ) 2 core (0.0044 0.9956)
4 0.9989 0.0011 Na n ) 2 core (0.0044 0.9956)
5 1.0000 0.0000 Na n ) 2 core
6 0.1494 0.8506 bond orbital 0.5083 0.4917

B. NaF

orbital Na F orbital type pcov pion

1 1.0000 0.0000 Na n ) 1 core
2 0.0000 1.0000 F core
3 0.9926 0.0074 Na n ) 2 core (0.0294 0.9706)
4 0.9982 0.0018 Na n ) 2 core (0.0072 0.9928)
5 0.9982 0.0018 Na n ) 2 core (0.0072 0.9928)
6 1.0000 0.0000 Na n ) 2 core
7 0.0008 0.9992 F lone pair (0.0032 0.9968)
8 0.0403 0.9597 bond orbital 0.1547 0.8453
9 0.0087 0.9913 F lone pair (0.0345 0.9655)
10 0.0087 0.9913 F lone pair (0.0345 0.9655)

a Data for the core and lone pair orbitals are given in
parentheses.

Table 3. Contributions to the Total Covalent Bond Orders
in LiH, LiF, NaH, and NaF from Core, Lone Pair, and Bond
Orbitals

LiH LiF

Li core 0.0151 0.0298
F lone pairs 0.0824
bond 0.2100 0.1066
total 0.2251 0.2188

NaH NaF

Na core 0.0271 0.0438
F lone pairs 0.0722
bond 0.5083 0.1547
total 0.5354 0.2707

Table 4. Atomic Occupancies, Covalent (pcov) and Ionic
(pion) Bond Orders, and the Covalent Bond Order Matrix for
the Linear FHF Aniona

A. Orbital Occupancies

orbital F1 H2 F3 orbital type pcov pion

1 0.0000 0.0000 1.0000 F3 core
2 1.0000 0.0000 0.0000 F1 core
3 0.0002 0.0001 0.9996 F3 lone pair
4 0.9996 0.0001 0.0002 F1 lone pair
5 0.0036 0.0042 0.9922 F3 lone pair
6 0.9922 0.0042 0.0036 F1 lone pair
7 0.0036 0.0042 0.9922 F3 lone pair
8 0.9922 0.0042 0.0036 F1 lone pair
9 0.9066 0.0726 0.0208 F1H2 bond 0.2633 0.7254
10 0.0208 0.0726 0.9066 H2F3 bond 0.2633 0.7254

B. Covalent Bond Order Matrix

F1 H2 F3

F1 9.5806
H2 0.3033 0.0212
F3 0.2110 0.3033 9.5806

a The primary bond data are given in bold.

Table 5. Orbital Occupancies, Covalent (pcov) and Ionic
(pion) Bond Orders for the Indicated Bonds, and the
Covalent Bond Order Matrix for H2COa

A. Orbital Occupancies

orbital O1 C2 H3 H4 type pcov pion

1 1.0000 0.0000 0.0000 0.0000 O core
2 0.0008 0.9992 0.0000 0.0000 C core
3 0.9989 0.0008 0.0002 0.0002 O lone pair
4 0.8015 0.1906 0.0040 0.0040 OC bond 0.6111 0.3792
5 0.9448 0.0338 0.0107 0.0107 O lone pair
6 0.7292 0.2556 0.0076 0.0076 OC bond 0.7455 0.2313
7 0.0244 0.5104 0.4553 0.0099 CH bond 0.9295 0.0033
8 0.0244 0.5104 0.0099 0.4553 CH bond 0.9295 0.0033

B. Covalent Bond Order Matrix

O1 C2 H3 H4

O1 8.1318
C2 1.5901 3.2444
H 3 0.1214 0.9619 0.4152
H4 0.1214 0.9619 0.0368 0.4152

a The primary bond data are indicated in bold.
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Methylene imine, HNCH2, is an interesting molecule in
that a contribution to N2C3 covalent bond order is made by
the nitrogen lone pair. As the data in Table 6 show, both the
HN and NC bonds are polar, while the CH bonds are virtually
pure covalent.

IV.4. Two Unusual Cases and Limitations of the
Method. Finally we treat the unusual (hypervalent) PF5 and
diborane molecules. Table 7 contains the dominant bond
occupancies for these two cases.

The axial and equatorial bonds in PF5 are very similar,
having similar covalent and ionic bond orders and (opti-
mized) bond distances as well, 1.6051 and 1.5709 Å,
respectively. Notably there are no three center bonds in the
CM localized set of orbitals.

Diborane is a different case and illustrates one of the
limitations of specifiying bond orders of either type. While
the external BH bonds are two-center dominated (orbital 7),
the internal BHB bonds (illustrated by orbital 3) are three-
center in character. Our formulas do not easily reconcile how
one is to characterize the covalent and ionic character of
such bonds. There is obviously covalent character, and the
bond, while not polar, is polarized toward the bridging
hydrogen. Here we simply take the average of the two two-
center fragment data (both the same due to the molecular
symmetry) to characterize this bond.

The situation in diborane typifies the general failure of
the CM localization process to always provide two-center
dominant localized orbitals. Indeed, Cioslowski and Mixon3

note that unique localized orbitals are generally found when
one can associate with the molecule a single, dominant Lewis
structure. This is not the case for hightly symmetric
molecules like benzene or the cyclopentadinyl anion which
do not converge in the CM treatment.

Table 6. Atomic Occupancies, Covalent (pcov) and Ionic (pion) Bond Orders for the Indicated Bonds, and the Covalent Bond
Order Matrix for HNCH2

a

A. Atomic Occupancies of Localized Orbitals

orbital H1 N2 C3 H4 H5 orbital type pcov pion

1 0.0000 1.0000 0.0000 0.0000 0.0000 N core
2 0.0000 0.0003 0.9997 0.0000 0.0000 C core
3 0.0069 0.9749 0.0110 0.0041 0.0031 N lone pair
4 0.0051 0.7197 0.2637 0.0078 0.0036 NC bond 0.7591 0.2150
5 0.3139 0.6639 0.0162 0.0023 0.0038 H1N bond 0.8836 0.1281
6 0.0087 0.6276 0.3412 0.0112 0.0113 NC bond 0.8565 0.0874
7 0.0029 0.0206 0.5139 0.0088 0.4538 CH5 bond 0.9328 0.0039
8 0.0019 0.0189 0.5120 0.4590 0.0082 CH4 bond 0.9400 0.0030

B. Covalent Bond Orders

H1 N2 C3 H4 H5

H1 0.1974
N2 0.8976 6.6078
C3 0.0477 1.7834 3.4240
H4 0.0071 0.1081 0.9820 0.4220
H5 0.0106 0.0988 0.9694 0.0318 0.4124

a The primary bond data are indicated in bold.

Table 7. Orbital Occupancies and Their Covalent (pcov)
and Ionic (pion) Bond Orders for the Two Classes of Bonds
in PF5 and the External and Internal BH and BHB Bonds in
Diboranea,b

a Average of the two-center fragments in orbital 3. b The
dominant bond data are given in bold.

A Simple Definition of Ionic Bond Order J. Chem. Theory Comput., Vol. 4, No. 10, 2008 1641



V. Summary

Taking the square of the bond ionicity, iµ
2(i,j), for molecular

orbital µ in the localized orbital representation of Cisolowski
and Mixon3 as an ionic bond order, one finds a simple and
natural relation between the scaled covalent bond order,
pcov,µ(i,j)/pcov,µ

max (i,j), and the ionic bond order, pion,µ(i,j). Their
sum is unity; to the extent that an orbital is covalent, it is
not ionic, and to the extent that it is ionic it is not covalent.
A number of examples have been presented using the
B3LYP/6-311+G(d,p) density functional approach as well
as limitations of the method.
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Abstract: The aminolysis of substituted methylformates (XC(O)OCH3, X ) NH2, H, and CF3)
in the gas phase and acetonitrile are investigated by the density functional theory B3LYP/
6-311+G(d,p) method and Monte Carlo (MC) simulation with free energy perturbation (FEP)
techniques. The direct and the ammonia-assisted aminolysis processes are considered, involving
the monomeric and dimeric ammonia molecules, respectively. In each case, two different
pathways, the concerted and stepwise, are explored. The calculated results show that, for the
direct aminolysis, the activation barrier of the concerted path is lower than that of the rate-
controlling step of the stepwise process for all three reaction systems. In contrast, for the
ammonia-assisted mechanism, the stepwise process is more favorable than the concerted
pathway. The substituent effects at the carboxyl C atom of methylformate are discussed. This
aminolysis of substituted methylformates is more favored for X ) CF3 than for X ) H and NH2

in the gas phase for both the direct and the ammonia-assisted processes. Solvent effects of
CH3CN on the reaction of HC(O)OCH3 + nNH3 (n ) 1, 2) are determined by Monte Carlo
simulation. The potential energy profiles along the minimum energy paths in the gas phase and
in acetonitrile are obtained. It is shown that CH3CN lowers the energy barriers of all reactions.

1. Introduction

As the model for the formation of peptide bonds, the
aminolysis of esters involved in the interaction of carbonyl
group with nucleophile is under active investigation by using
experimental and theoretical methods.1-15 Up to now, three
possible reaction pathways in accordance with the available
kinetic results have been generally discussed in literature.
The first one is the concerted pathway where the cleavage
of C-O bond, the formation of C-N bond, and the transfer
of H atom from the N atom at amine to the O atom proceed
simultaneously. The second is the stepwise (addition/elimina-

tion) mechanism through neutral intermediates. The final way
is the stepwise process involving zwitterionic intermediates
in the reaction. Solvent effects of acetonitrile as well as the
general base catalysis by the amine have been studied.3,4

Some authors made efforts to theoretically study the
stepwise pathway through zwitterionic intermediates.13-17

Gorb et al.16 used three kinds of solvent models to study
the mechanism of formamide hydrolysis from ab initio
calculations and QM/MM molecular dynamics simulations.
Their calculations showed that the zwitterionic intermediate
is quite easily dissociated and could play a role in the
hydrolysis of substituted amides or peptides. When Chalmet
et al.17 reported a theoretical study on the model reaction of
ammonia and formic acid, their computations with the
continuum model did not predict a stable zwitterionic
intermediate, whereas a local energy minimum was found
by explicit consideration of four solvent water molecules.
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For the reaction of methylformate with ammonia, Ilieva et
al. did not succeed in applying the MP2/6-31G(d, p) method
to identify zwitterionic transition states and intermediates.18

They reported that two explicit water molecules are needed
to obtain a very shallow minimum. When concerning the
formation of a zwitterion between methylformate and am-
monia and hydrazine in water, Singleton and Merrigan19 used
the B3LYP/6-31G(d, p) method to calculate various solvated
structures involving from four to eleven explicit water
molecules; however, they failed to find global minima for
these structures. Recently, Sung and his cooperators20 have
studied the structures and stability of zwitterionic complexes
in the aminolysis of phenyl acetate with ammonia and
pointed out that at least five explicit water molecules are
needed to stabilize the zwitterionic intermediate.

Differences in the ester structures,21-25 amine nature,26-28

and reaction medium21,29 can result in changes in the reaction
mechanism and the rate determining step. Antonczak et al.30

first examined electrostatic solvent effects on the hydrolysis
of formamide by using a dielectric continuum solvent model.
Besides, they particularly studied the water-assisted hydroly-
sis processes at the MP3/6-31G**//3-21G ab initio level.
They suggested that electrostatic interactions with the
continuum should not significantly modify the energetics of
the process. Sordo et al.31-38 thoroughly investigated the
possible mechanisms of the aminolysis reaction systems, such
as the aminolysis reaction between the ε-amino group of
Lysine 199 and benzylpenicillin,31 the water-assisted ami-
nolysis of 2-azetidinone,32,35 the aminolysis of monocyclic
�-lactams,33 the NH3-assisted aminolysis of �-lactams34 and
penicillins,37 and the aminolysis of monobactams.38 When
they studied the aminolysis of �-lactams, they predicted that
positively charged ethanolamine molecules can act as
bifunctional catalysts.36 In addition, they also considered
water-assisted mechanistic routes and the solvent effects.
Ilieva and his co-workers18 studied the aminolysis of
methylformate with the QCISD/6-31G(d, p) and B3LYP/
6-31G(d) methods and found that the neutral stepwise and
the concerted pathways have very similar activation energy,
and the presence of aprotic solvent acetonitrile fully lowers
all energy barriers. For the aminolysis of 2-benzoxazolinone
with methylamine, Ilieva et al.39 predicted theoretically the
concerted mechanism is most favorable in all three possible
pathways at the B3LYP/6-31G(d) level of theory. Zipse et
al.12,13 studied the mechanism of the reaction of methyl
acetate with methylamine and obtained the single point MP2/
6-31G(d, p) energies through the HF/3-21G and HF/
6-31G(d, p) optimized structures. Their results indicated that
the stepwise (addition/elimination) pathway is more favorable
than the concerted pathway. However, Jin et al.40 found that
the reaction prefers the concerted pathway to the neutral
stepwise process in the gas phase and solutions concerning
the aminolysis of phenylformate.

To our knowledge, few efforts have been made to
investigate systemically the substituent effects on the ester
aminolysis by applying a higher level of electron structure
theory and solvent effects determined by Monte Carlo
simulation from a theoretical point of view. We employed
the density functional theory B3LYP/6-31G(d, p) method

to study the substituent effects of the leaving groups on
aminolysis of p-substituted phenyl acetates with ammonia.41

In the present work, we aim to examine the effects of the
nonleaving group substituents and solvents on the aminolysis
of methylformates XC(O)OCH3 (X ) H, NH2, and CF3). In
each case of the concerted and stepwise pathways, two
processes, the direct aminolysis (with monomeric ammonia
molecule) and the ammonia-assisted aminolysis (with dimeric
ammonia), are considered (see Scheme 1). For the gas-phase
reactions, the hybrid density functional theory (B3LYP) has
been used in our calculations. In our previous work, we
adopted the quantum chemical molecular orbital method and
the Monte Carlo (MC) simulation with the free energy
perturbation (FEP) technique to study the effects of solvents
on the aza-Wittig reaction of iminophosphoranes,42 the
isomerization of imidazolines,43 and the hydrolysis of N-(2-
oxo-1,2-dihydropyrimidinyl) formamide.44 In this study, the
potential energy profiles of the direct and ammonia-assisted
aminolysis processes of the compound methylformate in the
gas phase and in CH3CN are obtained. The effect of solvent
CH3CN is studied using the Monte Carlo free energy
perturbation method.

2. Computational Details

2.1. Gas-Phase Calculation. All calculations were carried
out using Gaussian 03 program package.45 To test the
reliability of the theoretical approaches for the calculation
of the energetics of reaction systems, we performed calcula-
tions for the concerted process of the direct aminolysis of
the HC(O)OCH3 molecule with a variety of calculational
levels such as HF/6-31G(d, p), B3LYP/6-31G(d, p),
B3LYP/6-311+G(d, p), MP2/6-31G (d, p), MP2/6-311+G
(d, p), and G2(MP2). Comparison of the results obtained by
the methods above indicated that the B3LYP/6-311+G(d,
p) level is acceptable and a relatively economical option in
this work (see the detailed discussion in the next section).
Therefore, the B3LYP/6-311+G(d, p) method was selected
for the ensuing calculations on the title reactions.

The geometric structures of all the reactant complexes,
product complexes, intermediates, and transition states of
aminolysis of XC(O)OCH3 (X ) H, NH2, and CF3) reaction
systems were optimized at the B3LYP/6-311+G(d, p) level.
The harmonic vibrational frequencies of each stationary point
were calculated at the same level by diagonalizing the force
constant matrix to characterize it as a true minimum with
no imaginary frequency or a transition state with only one
imaginary frequency. The frequency calculations without
scaling also provided the thermodynamic quantities such as
the zero-point vibrational energy, thermal correction, en-
thalpies, Gibbs free energies, and entropies at a temperature
of 298.15 K and a pressure of 1.0 atm.

All transition states were checked by intrinsic reaction
coordinate (IRC)46 calculations. In the IRC calculations for
the HC(O)OCH3 + nNH3 (n ) 1, 2) reaction systems, the
“IRC)tight” option was used to generate the minimum
energy path (MEP) in the gas phase. The MEPs at the
B3LYP/6-311+G(d, p) level were constructed with a step
size of 0.05 amu1/2 bohr. For all points along MEP, the
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partial atomic charges were obtained via the Natural Bond
Orbital Theory (NBO)47 at the B3LYP/6-311+G(d, p) level.

2.2. Monte Carlo Simulation. CH3CN was used as
solvent to study the solvent effects on the aminolysis of
methylformate by the Monte Carlo simulation with statistical
perturbation theory.48 Given a distance rij between atom i in
molecule A and atom j in molecule B, the intermolecular
interaction potential function for solute-solvent and solvent-
solvent interactions was described by Coulomb and Lennard-
Jones terms as shown in eq 1

∆EAB )∑∑ { qiqje
2 ⁄ rij + 4εij[(σij ⁄ rij)12 - (σij ⁄ rij)6]} (1)

The crossing terms σij and εij in eq 1 were obtained by the
combination rules

σij ) √σii × σjj, εij ) √εii × εjj (2)

No intramolecular terms were included. The ε and σ
constants for the solute were taken from the OPLS all-atom
parameters of the BOSS 4.2 database.49 As the partial charge
of atom i, the qi was obtained from the gas-phase calculation
above. For the solvent CH3CN, the OPLS united-atom
models were adopted, and the parameters were also taken
from the BOSS 4.2 database.

For the reaction path obtained by DFT studies, the
geometries and partial charges along the minimum energy
path (MEP) were incorporated into a molecular mechanical
potential presented by eq 1 for the reaction system and then
applied to calculate free energy changes of solvation along
the MEP. The reaction system was immersed in the periodic
box containing 390 explicit solvent molecules, which had
dimensions of 26.7 Å × 26.7 Å × 40.0 Å. Preferential
sampling was applied in the Metropolis algorithm, and the

perturbations were performed using double-wide sampling
in 51, 95, 51, and 77 windows for the concerted mechanism
in the direct aminolysis reaction (designated DC), the
stepwise mechanism of the direct aminolysis reaction (DS),
the ammonia-assisted aminolysis reaction through the con-
certed mechanism (AC), and the ammonia-assisted aminoly-
sis reaction through the stepwise mechanism (AS) in solvent
CH3CN, respectively. Every simulation included 2 × 106

configurations for equilibration, followed by 4 × 106

configurations of averaging in the isothermal, isobaric (NPT)
ensemble at 298.15 K and 1 atm. For the solute-solvent
and solvent-solvent interactions, a cutoff of 12.0 Å was
employed for solvent CH3CN. Finally we added the gas-
phase relative energies to the computed free energy changes
of solvation for obtaining the total potential energy profile
along the reaction path in solution. All Monte Carlo
simulation calculations were performed using the BOSS 4.2
program package.49

3. Results and Discussions

3.1. Test Calculations. For an accurate estimation of the
energies, the concerted process in the direct aminolysis of
HC(O)OCH3 was studied at different computational levels
and basis sets up to G2(MP2). The thermodynamic data
relative to the reactant complex are listed in Table 1. Because
the experimental results on this step are unavailable, it is
impossible to carry out the comparison between theoretical
and observed activation barriers. However, the theoretically
predicted activation data at the G2(MP2) level of theory can
serve as benchmark values for comparison (see Table 1).
One can see from Table 1 that the HF/6-31G(d, p) method
overestimates the activation electronic energies, enthalpies,

Scheme 1. Reaction Paths of the Aminolysis of XC(O)OCH3 (X ) NH2, H, and CF3) with Monomeric and Dimeric Ammonia
Molecules
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and Gibbs free energies in comparison with the G2(MP2)
values and is poor in describing the aminolysis reactions of
methylformate. The best agreement with those reference
values comes from ∆Ezpv

q, ∆Hq, and ∆Gq values determined
at the MP2/6-31G(d, p) level, the computed differences
being less than 2.0 kcal/mol. The use of the larger basis set
6-311+G(d, p) in the MP2 approach slightly decreases the
activation electronic energy and enthalpy. The results
performed at the B3LYP level are quite close to those derived
from the MP2 method, and the largest difference of 2.23
kcal/mol appears for the activation electronic energy ∆Eq.
The enlarging of the basis set from 6-31G(d, p) to
6-311+G(d, p) improves a bit of the performance of the
B3LYP functional. The computed energy barrier with zero-
point vibrational energy correction for this concerted step
amounts to 43.59 and 46.47 kcal/mol at the B3LYP/
6-311+G(d, p) and the G2(MP2) levels of theory, respec-
tively. The corresponding Gibbs free energy changes are also
similar, 46.35 kcal/mol for B3LYP/6-311+G(d, p) and
48.90 kcal/mol for G2(MP2), respectively. Therefore, it can
be concluded that the B3LYP/6-311+G(d, p) level is
suitable to study the title reaction with a good compromise
between accuracy and computational cost.

3.2. Structures of Stationary Points in the Gas
Phase. Here the concerted and stepwise pathways in each
of the direct and ammonia-assisted mechanisms were con-
sidered for the aminolysis of the parent methylformate,
similar to the cases in the previous theoretical study.18 The
calculated results show that these two cases are different in
the attack manner, and the proton transfer is the main factor
that influences the energy barrier. When the hydrogen atom
H at the carbonyl C atom in methylformate was replaced by
the NH2 or CF3 group, it was observed that the mechanism
and all the critical structures of the reaction systems are
similar to those when X ) H for either concerted or neutral
stepwise pathways. The main optimized geometrical param-
eters of all transition states along the reaction paths are given
in Figure 1 for the reactions of XC(O)OCH3 (X ) NH2, H,
and CF3) with the monomeric and dimeric ammonia
molecules.

For the concerted pathway of the direct aminolysis of
methylformate, the reaction involves only one step, in which
the creation of the C(1)-N(4) bond, the destruction of the C(1)-
O(3) bond, and the proton H(5) transfer from the ammonia
toward O(3) occur in concert. The nucleophilic ammonia
molecule attaches to the electrophilic carbon atom C(1), and
a proton H(5) transfer from the ammonia molecule toward

the ester oxygen atom O(3) simultaneously occurs. The
transition state (designated DC_TS) has a four-membered
ring structure constituted by C(1), O(3), H(5), and N(4) atoms.
IRC calculations in the reverse and forward directions from
the transition state cause producing of the reactant complex
(DC_RC) and the product complex (DC_PC). The stepwise
pathway for the direct aminolysis of methylformate is mainly
an addition/elimination mechanism. For both addition and
elimination steps, proton transfers are involved to maintain
neutrality in the tetrahedral intermediates formed. Calculated
results showed this reaction begins with the addition of the
N(4)-H(5) bond to the C(1)dO(2) double bond and consists of
two transition states. The first transition state DS_TS1 has a
four-membered ring consisting of C(1), O(2), H(5), and N(4)

atoms and involves proton H(5) transfer from N(4) toward
the carbonyl oxygen atom O(2). IRC calculations from the
forward direction indicated that DS_TS1 converts to the
stable intermediate DS_INT, in which the C(1)-N(4) bond is
formed, and proton H(5) is already transferred to O(2). The
second step of the process is an elimination reaction, in which
the C(1)-O(3) ester single bond is broken, proton H5 transfers
from O(2) to O(3), and at the same time the C(1)dO(2) bond is

Table 1. Activation Energies (∆Eq), Zero-Point Vibrational
Energies (∆EZPV

q), Enthalpies (∆Hq), and Gibbs Free
Energies (∆Gq) in the Concerted Pathway of Aminolysis of
HC(O)OCH3 at Different Levels of Theorya

methods ∆Eq ∆Ezpv
q ∆Hq ∆Gq

HF/6-31G(d, p) 66.89 65.61 64.20 67.96
B3LYP/6-31G(d, p) 44.03 42.45 41.05 44.82
B3LYP/6-311+G(d, p) 44.96 43.59 42.11 46.35
MP2/6-31G(d, p) 46.26 44.63 43.22 46.92
MP2/6-311+G(d, p) 45.66 44.25 42.75 46.95
G2(MP2) 46.47 45.11 48.90

a In kcal/mol.

Figure 1. Optimized transition structures along the concerted
and stepwise pathways for the aminolysis of XC(O)OCH3, (X
) NH2 (underlined), H (in parentheses), and CF3 (in square
brackets)). The arrows on the transition states indicate the
reaction coordinate. (Bond lengths are in Å.)
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simultaneously restored. The transition state DS_TS2 also
has a four-membered ring including C(1), O(3), H(5), and O(2)

atoms.
The ammonia-assisted aminolysis reaction involves two

ammonia molecules: the first ammonia molecule could be
considered as the nucleophilic agent, while the second
ammonia molecule acts as a catalytic role of facilitating the
proton transfer. We also considered two mechanisms: the
concerted and the stepwise pathways for this ammonia-
assisted reaction of methylformate. From Figure 1, in the
concerted process, the transition state AC_TS involves the
simultaneous creation of the C(1)-N(4) bond, the destruction
of the C(1)-O(3) bond, and the proton H(5) from ammonia as
the nucleophilic agent toward the assisted-ammonia and the
other proton H(7) transfer from the assisted-ammonia toward
O(3). Similarly, the stepwise case in the ammonia-assisted
reaction is coupled with proton transfer to keep neutrality
in the hexahedral intermediates formed. As can be seen from
Figure 1, the first transition state AS_TS1 contains a six-
membered cycle constituted by C(1), O(2), H(5), N(4), H(7), and
N(6) atoms and involves the proton H(7) transfer from N(6)

toward the carbonyl O(2) and the other proton H(5) from
ammonia as the nucleophilic reagent toward the assistant
ammonia. Overcoming AS_TS1, the stable intermediate
AS_INT is obtained, in which the C(1)-N(4) bond is formed
and the proton H(7) is already transferred to form a hydroxyl

group. The second step of the process is similar to that of
DS, associated with the breaking of the C(1)-O(3) ester single
bond and the simultaneous restoration of the C(1)dO(2) bond
after proton transfer. In the process of proton transfer, the
transfer of H(7) from the hydroxyl group to the assistant
ammonia and the transfer of another proton H(8) from the
assistant ammonia to O(3) proceed in concert, in which the
assistant ammonia acts as a role of proton-transfer catalysis.
Compared with Sonia Ilieva’s related work on the aminolysis
of methylformate,18 we adjusted the orientations of reaction
complexes and transition states and located only one
intermediate between AS_TS1 and AS_TS2.

3.3. Energetics. The computed relative electronic energies
(∆E), corrected zero-point vibrational energies (∆EZPV),
enthalpies (∆H), and Gibbs free energies (∆G) (relative to
the reactant complex) for the fully optimized structures along
the DC, DS, AC, and AS processes of aminolysis of
XC(O)OCH3 (X ) NH2, H, and CF3) are given in the
Supporting Information. The potential energy profiles are
presented in Figure 2. The thermodynamic data were
calculated using the B3LYP/6-311+G(d, p) method at
298.15 K and 1 atm.

In the direct aminolysis reaction, for the concerted pathway
(DC), the activation energies increase in the following order:
CF3 (40.60 kcal/mol) < H (44.96 kcal/mol) < NH2 (49.93
kcal/mol); while for DS, the activation energy changes agree
with the order CF3 (42.40 kcal/mol) < H (47.99 kcal/mol)
< NH2 (56.26 kcal/mol) for the addition step, and CF3 (40.77
kcal/mol) < H (42.13 kcal/mol) < NH2 (47.11 kcal/mol)
for the elimination step, respectively. So the rate-determining
step of the stepwise process is the addition reaction.
Compared with the concerted mechanism, the activation
energies of the stepwise mechanism are 6.33, 3.03, and 1.80
kcal/mol higher for X ) NH2, H, and CF3, respectively. With
regard to the parent compound, the electron-withdrawing
group CF3 lowers the energy barriers by 4.36 and 5.59 kcal/
mol for the concerted and stepwise mechanism, respectively,
whereas the electron-donating NH2 group increases the
energy barriers by 4.97 and 8.27 kcal/mol. It can be seen
that B3LYP/6-311+G(d, p) calculations in the gas phase
predict the concerted mechanism for all three aminolysis
reactions to be more favorable than the stepwise pathway.
These theoretical findings are in qualitative accord with the
findings of Ilieva for the aminolysis of methylformate18 and
Yang and Drueckhammer for the aminolysis of methylth-
ionacetate.14 Latter authors showed that the gas-phase
energies of the transition states for stepwise and concerted
pathways are very close. More definite conclusions for the
preferred mechanism may be made if the general base-
catalyzed aminolysis process is considered.

In the ammonia-assisted aminolysis reaction, for the AC
path, the activation energies increase in the following order:
CF3 (26.80 kcal/mol) < H (39.16 kcal/mol) < NH2 (50.87
kcal/mol); while for AS, the activation energy changes agree
with the order CF3 (21.97 kcal/mol) < H (31.99 kcal/mol)
< NH2 (46.57 kcal/mol) for the addition step, and CF3 (25.36
kcal/mol) < H (32.83 kcal/mol) < NH2 (47.26 kcal/mol)
for the elimination step, respectively. So the rate-determining
step of the stepwise process is the elimination reaction.

Figure 2. Potential energy profiles for the aminolysis of
different substituted methylformates along the concerted and
stepwise mechanisms in the gas phase.
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Compared with the concerted mechanism, the activation
energies of the stepwise mechanism are 3.61, 6.33, and 1.44
kcal/mol lower for X ) NH2, H, and CF3, respectively. With
regard to the parent compound, the electron-withdrawing
group CF3 substantially lowers the energy barriers by 12.36
and 7.47 kcal/mol for the concerted and stepwise mechanism,
respectively, whereas the electron-donating NH2 group
increases the energy barriers by 11.71 and 14.43 kcal/mol.
It can be seen that B3LYP/6-311+G(d, p) calculations in
the gas phase for the ammonia-assisted aminolysis reaction
predict the stepwise mechanism to be more favorable than
the concerted pathway. In the structure AS_TS2, the second

ammonia acting as the catalysis role facilities the proton-
transfer between O(2) and O(3) and accordingly greatly lowers
the activation energy. Compared with the concerted pathway
of the direct aminolysis reaction, the stepwise progress of
the ammonia-assisted aminolysis is 2.67, 12.13, and 15.24
kcal/mol more favored pathway for X ) NH2, H, and CF3,
respectively.

The atomic and group charges and their changes by the
NBO method for the concerted pathway and addition/
elimination steps of the stepwise pathway in the aminolysis
of methylformate are shown in Table 2. For the direct
aminolysis reaction, the DC_RC and DS_RC have positive

Table 2. Natural Charges (q) and Changes in Charges (∆q) for the Concerted and the Stepwise Pathways of the Aminolysis
of Methylformate at the B3LYP/6-311+G(d, p) Level of Theorya

Direct Aminolysis

C1 O2 N4 H5 O3

qDC_RC 0.650 -0.612 -1.069 0.349 -0.537
∆qDC_TS -0.087 -0.036 0.208 0.125 -0.216
∆qDC_PC -0.128 -0.011 0.248 0.119 -0.214
qDS_RC 0.649 -0.612 -1.069 0.370 -5.373
∆qDS_TS1 -0.057 -0.224 0.232 0.105 4.730
∆qDS_INT -0.077 -0.131 0.201 0.100 4.761
qDS_INT 0.572 -0.743 -0.868 0.469 -0.612
∆qDS_TS2 0 -0.001 0.110 0.041 -0.175
∆qDS_PC -0.042 0.107 0.073 0.013 -0.157

Ammonia-Assisted Aminolysis

C1 O3 N4 H5 H7 N6 O2 H8

qAC_RC 0.636 -0.575 -1.089 0.391 0.377 -1.080 -0.588 0.355
∆qAC_TS -0.055 -0.209 0.175 0.051 0.091 0.112 -0.155 0.037
∆qAC_PC -0.122 -0.224 0.288 0.011 0.121 -0.010 -0.067 0.004
qAS_RC 0.644 -0.540 -1.092 0.394 0.388 -1.086 -0.629 0.353
∆qAS_TS1 -0.055 -0.129 0.222 0.040 0.065 0.076 -0.233 0.035
∆qAS_INT -0.066 -0.080 0.213 -0.004 0.113 0.004 -0.145 0.010
qAS_INT 0.578 -0.620 -0.879 0.390 0.500 -1.082 -0.773 0.363
∆qAS_TS2 -0.011 -0.122 -0.016 0.012 -0.046 0.131 -0.033 0.098
∆qAS_PC -0.058 -0.184 0.056 -0.022 -0.130 0.016 0.141 0.140

a In electronic charge units.

Table 3. Activation Energies (∆Eq), Reaction Energies (∆Eo), Intrinsic Barrier (∆Eo
q), and Thermodynamic Contributions

(∆Ethermo
q) as well as Relative Values (in Parentheses) to the Parent Compound for the Concerted Pathway and the

Addition/Elimination Steps of the Stepwise Pathwaya

X ∆Eq ∆Eo ∆Eo
q ∆Ethermo

q

Direct Aminolysis Reaction
concerted NH2 49.93(4.97) 0.67(2.33) 49.59(3.80) 0.34(1.17)

H 44.96(0.00) -1.66(0.00) 45.79(0.00) -0.83(0.00)
CF3 40.60(-4.36) -1.42(0.24) 41.31(-4.48) -0.71(0.12)

stepwise Ib NH2 56.26(8.27) 22.31(13.04) 44.40(1.17) 11.86(7.10)
H 47.99(0.00) 9.27(0.00) 43.23(0.00) 4.76(0.00)
CF3 42.40(-5.59) 6.07(-3.20) 39.31(-3.92) 3.09(-1.67)

IIc NH2 24.80(-8.06) -24.83(-13.63) 36.15(-2.11) -11.35(-5.95)
H 32.86(0.00) -11.2(0.00) 38.26(0.00) -5.40(0.00)
CF3 34.70(1.84) -14.03(-2.83) 41.42(3.16) -6.72(-1.32)

Ammonia-Assisted Aminolysis Reaction
concerted NH2 50.87(11.71) -1.80(3.93) 51.77(9.79) -0.90(1.92)

H 39.16(0.00) -5.73(0.00) 41.98(0.00) -2.82(0.00)
CF3 26.80(-12.36) -11.72(-5.99) 32.39(-9.59) -5.59(-2.77)

stepwise Ib NH2 46.57(14.58) 26.05(18.26) 32.23(4.27) 14.34(10.31)
H 31.99(0.00) 7.79(0.00) 27.96(0.00) 4.03(0.00)
CF3 21.97(-10.02) 2.21(-5.58) 20.85(-7.11) 1.12(-2.91)

IIc NH2 21.21(-3.83) -24.73(-12.29) 32.40(1.45) -11.19(-5.28)
H 25.04(0.00) -12.44(0.00) 30.95(0.00) -5.91(0.00)
CF3 23.15(-1.89) -8.55(3.89) 27.26(-3.69) -4.11(1.80)

a In kcal/mol. b Addition step. c Elimination step.
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charges on the C(1) group and negative charges on the O(3)

group. In DC_TS and DS_TS1, the positive charges on the
C(1) group decrease, while for the O(3) group, it becomes more
negative in DC_TS and DS_TS1, suggesting that the rate
should increase when the electron-withdrawing group CF3

is the substituent. Therefore, the group CF3 facilitates the
reaction and is much more favorable for the aminolysis
reaction. Accordingly, we can get the same conclusion when
analyzing the ammonia-assisted aminolysis reaction.

3.4. Substituent Effects. To analyze the substituent
effects on the activation energies of the aminlysis reaction,
it is necessary to understand how substituents alter the
energies. One useful way is to use the Marcus theory,50

which was used to analyze the activation energies of reaction
pathways.51 The Marcus equation is given by

∆Gq)∆Go
q+ 1⁄2∆Go+ (∆Go)2 ⁄ (16∆Go

q) (3)

where ∆Go
q is called the intrinsic barrier representing the

barrier of a thermoneutral reaction. ∆Gq and ∆G° are Gibbs
free energy changes of activation and reaction of a nonde-
generate reaction, respectively. The third term (∆G°)2/
(16∆Go

q) is the correction factor for nonadditivity of the
intrinsic and thermodynamic effects. Murdoch advocated that
the similar expression in eq 4 can be applied to the
nondegenerate reaction and used for some pericyclic reac-

tions and other chemical processes52,53

∆Eq)∆Eo
q+ 1⁄2∆Eo+ (∆Eo)2 ⁄ (16∆Eo

q) (4)

In this study, we used eq 4 to separate the intrinsic and
thermodynamic contributions of the substituent effects on
the activation energies of the aminolysis of XC(O)OCH3

reactions for the concerted mechanism and addition/elimina-
tion processes in the stepwise pathway. The intrinsic barrier
∆Eo

q was calculated using eq 4 with the quantum mechani-
cally calculated values of activation energy ∆Eq and reaction
energy ∆E°. Table 3 shows the intrinsic barriers and the
thermodynamic contributions for the title reaction systems.
For the direct aminolysis reaction, the intrinsic activation
energies of the concerted mechanism and the addition step
of the stepwise pathway of the parent system are 44.96,
47.99, and 32.86 kcal/mol, respectively. For the concerted
mechanism, when X ) CF3, the 4.36 kcal/mol decrease in
the activation is mainly due to the intrinsic factor, which
induces a 4.48 kcal/mol decrease, and with only a 0.12 kcal/
mol increase in exothermicity by the group. When X ) NH2,
the relative high contributions of intrinsic (3.80 kcal/mol)
and thermodynamic (1.17 kcal/mol) lead to a small increase
in the activation energy. For the addition/elimination steps
of the stepwise pathway, the intrinsic contribution is also a
dominate factor in the activation energy reductions in the X
) CF3 reaction system, while for X ) NH2, the relative high
contribution of the thermodynamic (7.10 kcal/mol) and the
minor contribution of intrinsic (1.17 kcal/mol) lead to a
considerable increase in the activation energy. For the
ammonia-assisted aminolysis reaction, the intrinsic activation
energies of the concerted mechanism and the addition/
elimination steps of the stepwise pathway of the parent
system are 39.16, 31.99, and 25.04 kcal/mol, respectively.

Figure 3. Changes in the free energies of solvation along
the reaction coordinate calculated from Monte Carlo simulations.

Table 4. Changes in the Free Energies of Solvation
(∆Gsol) and Total Free Energy Differences (∆Gtotal) in the
Gas Phase and the Solvent CH3CN for DC, DS, AC, and
AS Pathways of Aminolysis of Methylformatea

gas phase CH3CN

DC ∆Gsol
q - -5.50

∆Gtotal
q 46.35 40.85

∆Gsol
o - -5.19

∆Gtotal
o -2.29 -7.48

DS Ib ∆Gsol
q - -3.12

∆Gtotal
q 50.37 47.25

∆Gsol
o - 0.02

∆Gtotal
o 14.91 14.93

IIc ∆Gsol
q - -2.45

∆Gtotal
q 42.76 40.31

∆Gsol
o - -2.37

∆Gtotal
o -2.84 -5.21

AC ∆Gsol
q - -9.19

∆Gtotal
q 42.72 33.53

∆Gsol
o - -19.84

∆Gtotal
o -5.01 -24.85

AS Ib ∆Gsol
q - -7.44

∆Gtotal
q 35.90 28.46

∆Gsol
o - -7.16

∆Gtotal
o 13.42 6.26

IIc ∆Gsol
q - -9.43

∆Gtotal
q 36.86 27.43

∆Gsol
o - -6.60

∆Gtotal
o -6.67 -13.27

a In kcal/mol. b Addition step. c Elimination step.
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For the concerted mechanism, when X ) CF3, the 12.36 kcal/
mol decrease in the activation is mainly due to the intrinsic
factor, which induces a 9.59 kcal/mol decrease, and with
only a 2.77 kcal/mol increase in exothermicity by the group.
When X ) NH2, the relative high contributions of intrinsic

(9.79 kcal/mol) and thermodynamic (1.92 kcal/mol) lead to
a 11.71 kcal/mol increase in the activation energy. For the
elimination step of the stepwise pathway, the intrinsic
contribution is also a dominate factor in the activation energy
reductions in the X ) CF3 reaction system, while for X )

Figure 4. Minimum energy path EMEP(s) for the aminolysis of HC(O)OCH3 in the gas phase and in the solvent CH3CN.

Figure 5. Energy pair distribution of solute-solvent interaction. The ordinate gives the number of solvent molecules coordinated
with the solute with the interaction energy shown on the abscissa. The units for the y-axis are the number of molecules per
kilocalorie per mole.
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NH2, the relative high contribution of thermodynamic (-5.28
kcal/mol) and minor contribution of intrinsic (1.45 kcal/mol)
lead to a decrease in the activation energy but with a high
activation energy of 14.58 kcal/mol for the addition step of
the stepwise pathway.

3.5. Solvent Effects Determined by Monte Carlo
Simulation. The aminolysis of methylformate was studied
in CH3CN using the free energy perturbation method
implemented in BOSS 4.2. The theoretical results confirm
the conclusion made on the basis of calculations for the gas-
phase process. Figure 3 displays the changes in free energies
of solvation over the course of the reaction in the solvent
CH3CN. The changes in the free energies of solvation and
free energy changes in the gas phase and in solution for the
activation and DC, DS, AC, and AS reaction procedures are
listed in Table 4. For DC, the difference in free energies of
solvation between DC_RC and DC_TS in CH3CN is -5.50
kcal/mol, which indicates that the transition state DC_TS is
stabilized in CH3CN by solvation compared with DC_RC.
While for DS, the transition state DS_TS1 is stabilized more
by solvation than the reactant complex DS_RC in CH3CN
and has 6.36 kcal/mol smaller free energies of solvation than
DS_RC. It can be viewed from Table 4 that free energies of
solvation of ammonia-assisted aminolysis reactions are
considerably higher than those of the direct aminolysis
reactions. For the solution, the calculated free energies of
activation of the direct aminolysis by combining the DFT
calculation (B3LYP/6-311+G(d, p) level) with the Monte
Carlo simulation are 40.85, 47.25, 33.53, and 28.46 kcal/
mol for DC, DS, AC, and AS in solvent CH3CN. Figure 4
depicts the relative potential energy profiles EMEP(s) of four
systems along the minimum energy path (MEP) in the gas
phase and CH3CN. From Table 4 and Figure 4, the solvent
effects on the ammonia-assisted aminolysis of the concerted
and stepwise pathways by CH3CN are computed to be more
favorable than those on the direct aminolysis of the two
pathways. Thus, the calculations predict that a stepwise
pathway with a NH3 molecule as a catalyst in the solution
is the preferred mechanism. Here comes a question: what
factors are responsible for the solvent effects of CH3CN. We
consider the development of the electronic charge distribution
on going from the reactant complex to the transition state.
From Table 2, taking the direct aminolysis as an example,
the reactant complex has a positive charge on atoms C(1) and
H(5) and a negative charge on atoms O(2), N(4), and O(3). On
going to the transition state DC_TS, when atoms C(1) and
H(5) have net gains of electrons, atoms O(2), N(4), and O(3)

have net losses of electrons. As a result, from DC_RC to
DC_TS, the magnitude of charge on each of the atoms
involved in the reaction center reduces, and the electronic
charge distribution becomes more disperse, thus decreasing
the electrostatic interaction with solvents. In contrast, for the
ammonia-assisted process, there are net losses of electrons
on atoms C(1) and H(7) and net gains of electrons on atoms
N(4). On going from DS_RC to DS_TS1, the charges on
atoms C(1) and H(5) become more positive, and the charges
on atom N(4) become more negative. Such buildup of the
electronic charges enhances the electrostatic interaction with
solvents. The same conclusion has also been found in the

stepwise pathway of both the direct transfer and ammonia-
assisted aminolysis reactions.

Figure 5 shows the solute-solvent energy pair distribu-
tions for the DC, DS, AC, and AS processes. The plots give
the number of solvent molecules on the ordinate that interact
with the solute with the interaction energy shown on the
abscissa. In the solution, the spikes centered at 0.0 kcal/mol
result from the weak interactions between the solute and
many distant CH3CN molecules. In DC, from Figure 5(DC),
for DC_RC in CH3CN, there is a bound group of solvent
molecules, which forms a band from ca. -10.0 to -2.25
kcal/mol. Integration of the distribution curve for DC_RC
up to the end of this band at -2.25 kcal/mol defines 1.557
solvent molecules that interact with CH3CN. Integration of
the curves for DC_TS and DC_PC until this limit results in
10.433 and 4.657 CH3CN molecules. In DS [see Figure
5(DS)], integration of the curves for DS_RC, DS_TS1, and
DS_INT up to the end of this band at -2.25 kcal/mol defines
1.603, 4.532, and 2.185 CH3CN molecules. In the AC
system, integration of the curves up to the end of the plateaus
at -2.25 kcal/mol reveals 2.333, 6.898, and 5.149 CH3CN
molecules for AC_RC, AC_TS, and AC_PC in CH3CN, as
shown in Figure 5(AC). For the AS system [see Figure
5(AS)], the number of CH3CN molecules that interact with
solute is 2.181, 5.878, and 4.950 for AS_RC, AS_TS1, and
AS_INT. These differences imply that the stabilization of
the transition structure relative to its reactant complex is
different due to the effect of CH3CN. The better solvation
of the translate state in the ammonia-assisted path can be
attributed to an increase in the interaction between solute
and solvent molecules, while in the direct aminolysis process
the decrease for the interactions with the solvent along the
reaction path is responsible for the destabilization of translate
state. The catalytic role of the second ammonia molecule
affects mostly the proton-transfer processes. Thus six-
member rings formed in the transition state structures for
the catalyzed processes are more stable than four-member
rings in the case of the uncatalyzed aminolysis reactions.
This explains the lower energy barriers along the reaction
path of the catalyzed process in the gas phase as well as in
the presence of solvent CH3CN.

4. Conclusion

The aminolysis of XC(O)OCH3 (X ) H, NH2, and CF3) was
studied using the B3LYP/6-311+G(d, p) level of theory in
the gas phase. The solvent effects of CH3CN on the
aminolysis of HC(O)OCH3 were calculated by Monte Carlo
simulations. The NH3 catalysis role of the nucleophilic was
investigated in detail. The results show that the most
favorable pathway of the reaction is through the general base
catalyzed neutral stepwise mechanism. The structure and
transition vectors of the transition states indicate that the
catalytic role of ammonia is realized by facilitating the proton
transfer processes. The calculated values correctly reflect that
the effect of CH3CN is more favorable for the ammonia-
assisted aminolysis than for the direct aminolysis. The
calculated results indicate that the ammonia-assisted pathway
is energetically preferred to the direct process in the gas
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phase, and the electron-drawing group CF3 facilitates all the
aminolysis reaction processes.
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Abstract: Geometry and energy of the reactant (UO2(OH2)5 ·Cl+), the transition state
(UO2(OH2)5 · · ·Cl+ ‡), and the product (UO2Cl(OH2)4 ·OH2

+) of the title reaction have been
computed with complete active space SCF (geometries and vibrational frequencies) and
multiconfiguration quasi-degenerate second-order perturbation theory (total energies). Hydration
was treated using the polarizable continuum model. The two investigated active spaces, (12/
11) and (12/12), produce the same results. In contrast to the water exchange reaction on
UO2(OH2)5

2+, which proceeds via the associative (A) mechanism (which is a two step reaction
involving an intermediate with an increased coordination number, UO2(OH2)6

2+), water substitu-
tion by chloride follows the associative interchange (Ia) mechanism (which does not proceed
via any intermediate). In this case, structure and imaginary mode of the transition state are not
straightforward criteria for the attribution of the substitution mechanism, since they are both
typical for the A pathway. The Ia mechanism was derived from the computed intrinsic reaction
coordinate, which showed that no intermediate (for example UO2Cl(OH2)5

+) exists as a local
minimum on the potential energy surface. The activation free enthalpy is 31 kJ mol-1. As for
the water exchange reaction, the dissociative mechanism is unlikely to operate because of its
higher free activation enthalpy (by ≈25 kJ mol-1).

Introduction

The activation enthalpy (∆H‡) and free enthalpy (∆G‡) of
the water exchange reaction 1 on the uranyl(VI) aqua ion
have been measured with variable-temperature 17O NMR
techniques.1

UO2(OH2)5
2++ H2OfUO2(OH2)(OH2)4

2++ H2O (1)

Substitution mechanisms are classified2 as associative (A),
dissociative (D), or concerted (I), whereby the concerted
mechanism might have associative or dissociative character,
which is denoted as Ia or Id, respectively. The A and the D
mechanisms proceed via intermediates with an increased or
reduced coordination number, whereas the concerted path-
ways (Ia, I, or Id) do not involve any intermediate. According
to recent ab initio and DFT computations, the associative
(A) mechanism is favored over the dissociative (D) mech-
anism by a rather modest energy of ≈15-25 kJ mol-1.3,4

Criteria for the distinction of the concerted (Ia) from the
stepwise (A) substitution mechanism were presented.3 The
lifetime of the intermediate UO2(OH2)6

2+ was estimated as
≈1-6 ps.3

In this article, the substitution of an aqua ligand of the
uranyl(VI) aqua ion by chloride (reaction 2) was investigated
using the same ab initio techniques as for reaction 1.3

UO2(OH2)5
2++ Cl-fUO2Cl(OH2)4

++ H2O (2)

Static electron correlation was treated with complete active
space SCF (CAS-SCF) and multiconfiguration quasi-
degenerate second-order perturbation theory (MCQDPT2)5,6

on the basis of the previously used (12/11) active space
involving 12 electrons in 11 molecular orbitals (MOs) and
a larger (12/12) active space used in recent studies of
Hagberg et al.7 and van Besien et al.8 The computational
methods, together with the approximations and limitations,
are the same as in the previous study3 and will not be
reiterated.* Corresponding author e-mail: francois.rotzinger@epfl.ch.
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For reaction 2, no kinetic data are available, but its stability
constant (KCl) has been estimated in several studies.9-13 In
an X-ray absorption fine structure (XAFS) spectroscopic
study,9 KCl was determined as ≈0.2-0.3 M-1 (25 °C).
According to other work,9-12 cited in the XAFS article, KCl

is also smaller than 1 M-1, 0.7-0.9 M-1. In contrast, the
dissociation constant determined spectroscopically by Hefley
and Amis13 is 2.28 × 10-2 M (in water at 25 °C and I )
1.238 M), from which KCl ) 43.9 M-1 is derived.

Computational Details

All of the calculations were performed using the GAMESS14

programs. For uranium, the relativistic effective core potential
(ECP) basis set of Hay and Martin15 was used, in which the
1s - 5s, 2p - 5p, 3d - 5d, and 4f shells are included in the
relativistic core, and the 6s, 7s, 6p, 7p, 6d, and 5f shells are
represented by a (10s, 8p, 2d, 4f) basis set contracted to [3s,
3p, 2d, 2f]. For O and H, the 6-31G(d) basis set16,17 was
used (Rd ) 1.2018), and for chlorine, the ECP basis set of
Stevens et al.19 supplemented with a d polarization function
(Rd ) 0.6518) was used. Figures 1, 2, and 4 were generated
with MacMolPlt.20

The Hessians, the total energies, and the thermodynamic
variables (∆H‡, ∆H, ∆S‡, ∆S, ∆G‡, and ∆G) at 25 °C were
computed as described.3 Hydration was treated using the
polarizable continuum model (PCM)21,22 as reported previ-
ously.3 Geometries and vibrational frequencies were calcu-
lated at the CAS-SCF(12/11)-PCM and CAS-SCF(12/12)-
PCM levels, and the total energies were computed with

MCQDPT2(12/11)-PCM and MCQDPT2(12/12)-PCM.3 The
atomic coordinates of the investigated species are given in
Tables S1-S4 (Supporting Information).

The transition state was located by maximizing the energy
for the imaginary U · · ·Cl stretching mode via Eigen-mode
following, whereby along all of the other modes, the energy
was minimized. The intrinsic reaction coordinate (IRC),
which is the steepest descent path or the minimum energy
path, was computed on the basis of the second-order
Gonzalez-Schlegel method.23

Results

Active Space for the CAS-SCF and MCQDPT2 Cal-
culations and Model for Reaction 2. Configuration interac-
tion singles-doubles CISD calculations on UO2(OH2)5

2+

indicated that static electron correlation should be treated at
least via a (12/11) active space,24 which has been used for
the study of reaction 1.3 Preferably, active spaces are chosen
to be composed of the corresponding bonding and antibond-
ing pairs of MOs, which gives rise to the same number of
electrons and orbitals for closed shell systems. This principle
has been applied in the CASPT2(12/12) studies of Hagberg
et al.7 and van Besien et al.8 In this study, it will be shown
that there is no loss of accuracy, when the σ*(UdO) MO
with a much lower occupation3 than the other antibonding
σ*(UdO) MO is excluded from the active space.

For the investigation of reaction 2 with quantum chemical
methods, (2) is decomposed into reaction 3 describing the

Figure 1. Perspective view of the reactant ion-pair
UO2(OH2)5 ·Cl+ (CAS-SCF(12/11)-PCM geometry): (a) less
stable isomer and (b) stable isomer.

Figure 2. Perspective view and imaginary mode (55.6i cm-1)
of the transition state UO2(OH2)5 · · ·Cl+ ‡ (CAS-SCF(12/11)-
PCM geometry).

Figure 3. Intrinsic reaction coordinate of reaction 4 (CAS-
SCF(12/11)-PCM geometries: CAS-SCF(12/11)-PCM ener-
gies (() and MCQDPT2(12/11)-PCM energies (0).

Figure 4. Perspective view of the product UO2Cl(OH2)4 ·OH2
+

(CAS-SCF(12/11)-PCM geometry).
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formation of the ion-pair UO2(OH2)5 ·Cl+ (KIP,Cl) and reaction
4 representing the substitution of an aqua ligand by Cl-

(KCl′).

UO2(OH2)5
2++ Cl-fUO2(OH2)5 · Cl+ (3)

UO2(OH2)5 ·Cl+fUO2(OH2)5 · · ·Cl+ ‡f

UO2Cl(OH2)4 ·OH2
+ (4)

The ion-pair formation constant (KIP,Cl) can be estimated
on the basis of the Fuoss equation;25 it amounts to 0.84 M-1

at 25 °C and I ) 1.238 M-1 (the U · · ·Cl distance is 4.88 Å
for both isomers of UO2(OH2)5 ·Cl+, Table 1). It should be
noted that the Fuoss equation takes into account entropy
effects approximately. The thermodynamic values and the
equilibrium constant (KCl′) for reaction 4 were determined
via quantum chemical calculations. Thus, the equilibrium
constant for reaction 2, KCl, is available from eq 5.

KCl )KIP,ClKCl′ (5)

Reactant UO2(OH2)5 ·Cl+. For this ion-pair, there are two
isomers: in the less stable one, the chloride ion forms a single
hydrogen bond with UO2(OH2)5

2+ (Figure 1a), and in the
more stable isomer, Cl- forms two hydrogen bonds with the
uranyl(VI) cation (Figure 1b). The MCQDPT2(12/11)-PCM
energy difference is 13.0 kJ mol-1, and the free enthalpy
difference is virtually equal, 12.8 kJ mol-1. Selected bond
lengths of all investigated uranyl(VI) complexes are reported
in Table 1. The less stable isomer will not be considered
further, since activation and reaction energies have to be
based on the global minimum. The MCQDPT2(12/11)-PCM
and MCQDPT2(12/12)-PCM energies together with the
pertinent thermodynamic values (∆H‡, ∆H, ∆S‡, ∆S, ∆G‡,
and ∆G) for reaction 4 are summarized in Table 2.

The increase of the active space from (12/11) to (12/12)
leads to an elongation of the UdO bonds by 0.009 Å for all
species (Table 1). The activation or reaction energies and
entropies are equal within ≈1 kJ mol-1 andE2 J K-1 mol-1,
respectively (Table 2).

Transition State UO2(OH2)5 · · ·Cl+ ‡. Its geometry,
involving an elongated U · · ·Cl bond, but U-O bonds as in
the reactant (Table 1), would suggest that this is a transition
state for the A mechanism (as that for reaction 13). The H2O
ligand trans to the entering Cl- ion will leave, although it
has the shortest U-O bond (which will be referred to as
U-Otrans). The imaginary mode (Figure 2) represents the
entry of the Cl- ion into the first coordination sphere and a
small out-of-plane motion of the trans H2O ligand. Thus,
also the imaginary mode might suggest the A mechanism.
However, this substitution reaction 4 proceeds via the Ia

pathway, since intermediates are absent from the computed
(CAS-SCF(12/11)-PCM level) intrinsic reaction coordinate
(IRC) s (Figure 3).

The transition state is formed via a common reaction
coordinate (Figure 3, negative s values), which represents
the shortening of the U · · ·Cl bond that occurs concerted with
the rearrangement of the H2O ligands. The IRC calculation
(started from the transition state) yields the stable reactant
isomer. This proves that the transition state is indeed formed
from the reactant in the global minimum.

Product formation (Figure 3, positive s values) involves
two stages, shortening of the U · · ·Cl bond followed by the
elongation of the U-Otrans bond. In the range of s ≈ 0-20
Bohr (amu)1/2, there are several inflection points, and the
energy does not diminish strongly at the CAS-SCF(12/11)-
PCM level (Table 3). Afterward, at s J 22 Bohr (amu)1/2,
the U-Otrans bond length increases strongly during the steep
energy drop leading to the product. In the first stage, the
U · · ·Cl bond shortens rapidly to ≈3 Å (at s ≈ 0-6 Bohr
(amu)1/2), while the U-Otrans bond is elongated only slightly
(up to s ≈ 11 Bohr (amu)1/2). In the range of s ≈ 6-11
Bohr (amu)1/2 both, the U-Cl and the U-Otrans bonds,
change only marginally, and their sum is minimal. The
species in this s range has a geometry that would be typical
for a UO2Cl(OH2)5

+ intermediate. Since, however, in this s
range of ≈6-11 Bohr (amu)1/2, no local minimum is present
on the potential energy surface (PES), an intermediate for

Table 1. Selected Bond Lengths (Å) of the Uranyl(VI) Complexes Involved in Reaction 2

active space UdO U-O U · · ·O U-Cl or U · · ·Cl H · · ·Cl or H · · ·O

UO2(OH2)5 ·Cl+ a (12/11) 1.761, 1.762 2.460, 2.519, 2.499, 2.498, 2.518 4.884 2.127
UO2(OH2)5 ·Cl+ b (12/11) 1.762, 1.762 2.502, 2.502, 2.504, 2.499, 2.504 4.883 2.237, 2.239
UO2(OH2)5 ·Cl+ b (12/12) 1.771, 1.771 2.502, 2.502, 2.505, 2.499, 2.504 4.884 2.236, 2.239
UO2(OH2)5 · · ·Cl+ ‡ (12/11) 1.758, 1.761 2.572, 2.572, 2.549, 2.541, 2.550 3.283 2.455, 2.455
UO2(OH2)5 · · ·Cl+ ‡ (12/12) 1.767, 1.770 2.571, 2.569, 2.548, 2.539, 2.549 3.290 2.458, 2.457
UO2Cl(OH2)4 ·OH2

+ (12/11) 1.763, 1.763 2.524, 2.524, 2.512, 2.512 4.143 2.820 1.869, 1.873
UO2Cl(OH2)4 ·OH2

+ (12/12) 1.772, 1.772 2.525, 2.525, 2.512, 2.513 4.152 2.819 1.870, 1.870

a Less stable isomer. b Stable isomer.

Table 2. Thermodynamic Activation and Reaction Energies and Entropies

active space ∆E‡ (∆E) [kJ mol-1] ∆H‡ (∆H) [kJ mol-1] ∆S‡ (∆S) [J K-1 mol-1] ∆G‡ (∆G) [kJ mol-1]

Reaction 4, Ia Mechanism
(12/11) 19.1 (-24.9) 18.4 (-23.3) -42.3 (-25.7) 31.0 (-15.7)
(12/12) 19.9 (-23.7) 19.2 (-22.2) -43.0 (-24.1) 32.0 (-15.0)

Reaction 1, A Mechanisma

(12/11) 25.6 (20.5)b 22.9 (20.2)b -23.4 (-2.4)b 29.9 (20.9)b

Reaction 1, D (or Id) Mechanisma

(12/11) 52.6 (47.9)c 50.0 (48.7)c -24.0 (-14.9)c 57.1 (53.2)c

a Reference 3. b Intermediate UO2(OH2)6
2+. c Intermediate UO2(OH2)4 ·OH2

2+.
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the A mechanism does not exist. In the present case, the
local minimum is absent most likely, since the reaction is
asymmetric (H2O is substituted by Cl-), and since the free
reaction enthalpy is negative.

The IRC represents the minimum energy pathway. Thus,
the substitution of the H2O ligand trans to the entering Cl-

is the most facile process. The elimination of one of the other
four H2O ligands does not correspond to a minimum energy
path, and, hence, such processes are unlikely to be competi-
tive with the elimination of the trans H2O ligand. If another
isomer for the transition state UO2(OH2)5 · · ·Cl+ ‡ existed, it
would not be possible to exclude that a pathway giving rise
to the elimination of one of the nontrans H2O ligands would
take place. However, within the present model, there is only
one isomer for the transition state because of the high
symmetry of the UO2(OH2)5

2+ ion.
In the determination of the CAS-SCF(12/11)-PCM geom-

etries and frequencies, dynamic electron correlation was
neglected. Therefore, these data are approximate. The
MCQDPT2(12/11)-PCM technique produces the most ac-
curate total energies with minimal computational efforts for
the present system, but it should be remembered that they
are based on approximate geometries. Thus, the difference
between the MCQDPT2(12/11)-PCM and the CAS-SCF(12/
11)-PCM energies (Figure 3) is due to dynamic electron
correlation. At s ≈ 18.5 Bohr (amu)1/2, there is a very shallow
local minimum on the MCQDPT2(12/11)-PCM PES. Its
depth amounts to <0.3 kJ mol-1 which means that the
lifetime (τI) of this intermediate would be <0.2 ps. Since τI

is smaller than the duration of the vibration (τvib) leading to
the product (τvib ≈ 0.3-0.4 ps3), this “intermediate” does
not exhibit a significant lifetime, and, therefore, it is irrelevant
for the reactivity and the reaction mechanism.3 Hence, also
on the basis of the MCQDPT2(12/11)-PCM energies, the Ia

mechanism is attributed to reaction 4.
The imaginary mode (Figure 2) reflects the uncommon

transition state structure: it describes the entry of the Cl-

ion without concerted elongation of the U-Otrans bond of
the leaving ligand. For the Ia as well as the I and Id

mechanisms, the imaginary mode represents usually the
concerted motions of the entering and leaving ligands.26 The
U-Otrans bond stretching component is missing because in
the transition state, this bond is not weakened; this process
takes place later, at s J 17 Bohr (amu)1/2.

The thermodynamic activation free enthalpy of reaction
4 for the Ia pathway is virtually equal to that of reaction 1
via the A mechanism (Table 2).

Product UO2Cl(OH2)4 ·OH2
+. It exhibits a U-Cl bond

of 2.82 Å (Table 1 and Figure 4), which is too long by 0.1

Å compared with the experimental value of 2.71-2.72 Å.9

As pointed out previously,3,24 this error arises from the
neglect of dynamic electron correlation. The product is
more stable by 15 kJ mol-1 than the reactant ion-pair
(Table 2).

Discussion

Comparison with Experimental Data. As already men-
tioned in the Introduction, the experimental data9-13 for KCl

are controversial. On the basis of Hefley and Amis’s KCl

value of 43.9 M-1 (in water at 25 °C and I ) 1.238 M),13

and KIP,Cl ) 0.84 M-1 based on the Fuoss equation25 (25
°C and I ) 1.238 M), KCl′ ) 52.3 is estimated. ∆G based
on this KCl′ value is -9.8 kJ mol-1, which agrees well with
∆G computed for reaction 4 (Table 2). According to the other
experimental data,9-12 ∆G for (4) would be slightly positive
(≈2 kJ mol-1). All of the experimental data lie within the
computational accuracy, which is E10-15 kJ mol-1. The
approximations and limitations of the model and the com-
putational methods have already been discussed.3

Comparison with Other Computed Data. Very recently,
Bühl et al.27 studied the stability of chloro complexes of
UO2(OH2)5

2+ as well as their coordination numbers with
density functional theory (DFT). For reaction 2, they obtained
∆G ) -27.2 and -18.4 kJ mol-1, respectively, using the
BLYP and B3LYP functionals and PCM hydration. On the
basis of Car-Parrinello MD simulations based on the BLYP
functional, they computed ∆A ) 9.6 kJ mol-1. Apart from
the BLYP-PCM result, their computed data agree with
experiment and the present MCQDPT2-PCM results.

The B3LYP geometries of the UO2(OH2)5
2+ ion in

aqueous solution, for example,3 are more accurate than the
CAS-SCF geometries, but the uranyl(VI)-ligand bond
lengths remain too long in comparison with experiment.3,27

In spite of the worse geometries of CAS-SCF compared with
B3LYP, high-level ab initio energies are more accurate than
DFT energies.3,28 The above-discussed DFT calculations3,27,28

were performed with commonly used functionals. It will be
interesting to see computational results on such systems
which are realized with, for example, the very recent novel
and promising functionals developed by Zhao and
Truhlar.29

Substitution Mechanism of Reaction 4. The water
exchange reaction 1 proceeds most likely via the A mech-
anism, which involves the UO2(OH2)6

2+ intermediate.3 Since
its lifetime (τI) is short, only slightly longer than the duration
of the vibration (τvib) leading to the product, the attribution
of the A mechanism cannot be definitive.3 It was shown in
this Results section that structure and imaginary mode (Table
1 and Figure 2) of the transition state for reaction 4 are typical
for the A mechanism but that due to the absence of any
intermediate on the intrinsic reaction coordinate (Figure 3)
reaction 4 proceeds via the Ia mechanism. As shown in the
Results section, this substitution reaction proceeds in two
steps: the first one is the formation of a UO2Cl(OH2)5

+

species via shortening of the U · · ·Cl bond after the transition
state. In the second step, the U-Otrans bond is broken, which
leads to the product. Since there is no local minimum on

Table 3. Bond Parameters That Change in a Pronounced
Manner during the Transformation of the Transition State
into the Product

s [Bohr (amu)1/2] U-Cl [Å] U-Otrans [Å] ∠ (OdU-Otrans) [°]

0a 3.283 2.541 86.5
6.225 3.024 2.591 83.8
10.944 2.969 2.637 78.5
16.998 2.914 2.726 71.3
21.513 2.876 2.940 65.5

a Transition state UO2(OH2)5 · · ·Cl+ ‡.

Substitution of an Aqua Ligand of UO2(OH2)5
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this PES (Figure 3), this two-stage process has to be classified
as Ia. This example shows that structure and imaginary mode
of the transition state are not sufficient criteria for the deter-
mination of the reaction mechanism; it is necessary to find all
of the stationary points on the PES between the reactant and
the product. Compared with the water exchange reaction 1
exhibiting H2O as entering ligand, the Cl- ion causes a change
of the mechanism from A to Ia, most likely because of the
asymmetry and the exergonicity of reaction 4.

The activation energy for the D mechanism is (by
definition) independent of the entering ligand. In both
reactions 1 and 4, a H2O ligand is eliminated from the
UO2(OH2)5

2+ cation. Hence, the activation energy for
water substitution Via the D mechanism would be equal
for these two reactions. However, a small difference in
activation energies arising from differences in the environ-
ment of the cation, Cl- being present in the second
coordination sphere for (4) and absent for (1), can be
expected. This difference will never amount to the sizable
Ia-D activation energy difference of ≈25 kJ mol-1. The
conclusion that reaction 4 follows the Ia mechanism is
safe. For (1) and (4), the activation free enthalpies for
the D pathway would be approximately equal and higher
by ≈25 kJ mol-1 than those for the A and Ia mechanisms
(Table 2). Thus, as for reaction 1, the dissociative
mechanism is unfavorable for (4).

The hydration of the Cr(NH3)5Cl2+ complex follows the
Ia mechanism,30,31 whereby the corresponding transition state
structure is typical for the Ia mechanism, although this
reaction is also asymmetric: the bonds of both ligands, Cl-

and H2O, which are involved in the substitution reaction,
are longer than in the reactant or the product. This is the
reason why such transition states are denoted as
Cr(NH3)5 · · · (Cl)(OH2)2+ ‡, for example. The imaginary mode
describes the concerted formation and breaking of the bonds
of the entering and leaving ligands, respectively.26 Compared
with such usual transition states for the Ia (and Id) mecha-
nism,26 the transition state of (4) is atypical, since it does
not exhibit two elongated bonds. A typical transition state
for Ia (with two elongated bonds) would be denoted as
UO2(OH2)4 · · · (Cl)(OH2)+ ‡. Hence, because of the absence
of an elongated U · · ·O bond, this Ia transition state is
described as UO2(OH2)5 · · ·Cl+ ‡.

Note Added after ASAP Publication. This article
was released ASAP on September 12, 2008, with minor
errors in the first column of Table 1. The correct version
was posted on September 20, 2008.

Supporting Information Available: Atomic coordi-
nates of the species involved in eq 4 (CAS-SCF(12/11)-PCM
and CAS-SCF(12/12)-PCM geometries) (Tables S1-S4).
This material is available free of charge via the Internet at
http://pubs.acs.org.
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Abstract: We analyze the intermolecular interaction energies stabilizing the complex of ethanol
in the binding site of alcohol dehydrogenase Zn-metalloenzyme (ADH). In this site Zn(II) is ligated
by two cysteine and one imidazole residue and by the ethanol substrate. Ethanol is stacked
over a phenylalanine residue. The system has been studied by means of SIBFA (Sum of
Interactions Between Fragments Ab initio computed) polarizable molecular mechanics (PMM)
supplemented by quantum chemical (QC) computations at various levels of theory. The
nonadditivities of the QC interaction energies can be traced back by energy-decomposition
analyses and are essentially due to polarization, charge-transfer, and electron correlation
energies. These contributions can be reproduced by PMM computations. Interestingly, the
polarization energy associated with the presence of the benzene ring in the ADH complex is
canceled due to many-body/nonadditivity effects. Therefore this ring does not contribute to
stabilization prior to including electron correlation/dispersion effects in the QC calculations or in
the absence of the PMM dispersion energy contribution. When these effects are taken into
account, the stabilization it contributes is in the 3-9 kcal/mol range, reflecting the need for an
accurate reproduction of all components of the interaction energy by PMM.

Introduction

Cation-π interactions constitute a widely encountered de-
terminant in molecular recognition. In proteins, they mostly
involve the electron-rich Trp, Phe, and Tyr residues and the
cationic Arg or Lys residues [reviewed in ref 1]. A novel
motif was put forth by Zaric et al.,2 in which Trp or Phe
could indirectly interact with a metal cation, by means of a
stacking interaction with a metal ligand. Examples from

X-ray crystallography are provided by metalloproteins having
Cu(II),3 Mg(II),4 Fe(III),5 or Zn(II)6 cofactors. This has led
us to analyze the energetical factors stabilizing such com-
plexes. We consider here the recognition site of the Zn-
metalloprotein alcohol dehydrogenase (ADH), which cata-
lyzes the oxidation of alcohol to aldehyde, and whose crystal
structure was published in ref 6. In this site, Zn(II) is bound
by four residues, namely two anionic ones, Cys46 and
Cys174, and two neutral ones, His67 and the ethanol
substrate. Ethanol is stacked over a Phe residue, Phe93.

In this contribution, we propose to address the following
points: (1) What are the magnitudes of the intermolecular
interaction energies and of their individual contributions
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within the tetracoordinated Zn complex and the amount of
additional stabilization contributed by the Phe residue? (2)
What is the extent of nonadditivity in the complex and could
possibly nonadditivity modulate Phe binding? (3) To what
an extent could the magnitudes of the binding energies be
affected by the level of the quantum-chemical (QC) com-
putations, and, in the perspective of computations on large
proteins, could polarizable molecular mechanics (PMM) such
as the SIBFA (Sum of Interactions Between Fragments Ab
initio computed) approach satisfactorily match the QC
results?

Procedure

QC Computations. We used the Restricted Variational
Space Analysis (RVS)7 to deconvolute HartreesFock (HF)
intermolecular interaction energies, denoted ∆E(RVS), into
four separate contributions: Electrostatic/Coulomb (ECoul.) and
exchange-repulsion (Eexch) at first-order (denoted as
E1)ECoul.+Eexch) and polarization (Epol) and charge-transfer
(Ect) at second-order (denoted as E2)Epol+Ect). These
computations were done using the CEP 4-31G(2d) basis
set.8 Contributions of correlation/dispersion to the total
intermolecular interaction energies, ∆E(MP2), were com-
puted by the MP2 procedure9 using the following ap-
proximation:

δE(MP2))∆E(MP2) - ∆E(HF)

)∆E(correlation) ∼ ∆E(dispersion) (1)

This representation should enable evaluation of the ef-
ficiency of the SIBFA Edisp component since explicit evalu-
ation of dispersion energy by means of Symmetry Adapted
Perturbation theory (SAPT10) is limited due to the size of
the considered systems. We are also aware that electron
correlation can affect also the other components of the
energy.10,11

These computations were done with the GAMESS pack-
age.12 It is to be noted that the RVS procedure as coded in
GAMESS removes the Basis Set Superposition Error
(BSSE13). Thus the reported ∆E(RVS) values are BSSE-
corrected at both bi- and multimolecular complexes. The
RVS BSSE with the CEP 4-31G(2d) basis set are small,
namely, ∼5 kcal/mol out of 624. Small relative BSSE values
of <1.5% of the interaction energy were previously reported
for polycoordinated complexes of a Zn(II) cation.14 On the
other hand, in the computation of δE(MP2), the values of
∆E(MP2)-∆E(HF) are BSSE-uncorrected. Therefore δE(M-
P2) embodies those BSSE effects that appear at the MP2
level, and these have larger magnitudes.15

Additional DFT computations have been performed using
the B3LYP16 functional. They used the CEP 4-31G(2d)
basis set as well as the 6-311G** and LACV3P** basis
sets.17 This latter is equivalent to the 6-311G** basis set
on nonmetal atoms. These computations were done with the
Gaussian 03 package,18 except for LACV3P**, where the
Jaguar 6.5 software19 was used. lMP2 computations based
on the approach developed by Saebo et al.,20 as implemented
in Jaguar, are also provided at the LACV3P** basis set level
and compared to corresponding Jaguar HF values. The BSSE

corrections were not done for the 6-311G** and LACV3P**
basis sets. Table 2 shows the nonadditivity of CEP 4-31G(2d)
BSSE to be small, not exceeding 1.3 kcal/mol. In as much
as BSSE has small nonadditivities with other, more extended
basis sets as well, this should not affect the analyses of
nonadditivity trends.

Polarizable Molecular Mechanics Computations. We
have used the SIBFA polarizable force field. Within the
SIBFA procedure,21 the intermolecular interaction energy is
computed as a sum of five separate contributions: penetration
corrected multipolar electrostatics,21c EMTP*; anisotropic
short-range repulsion,21d Erep; polarization, Epol; charge-
transfer, Ect; and dispersion, Edisp. Details on the formulation
and calibration of these contributions are given in ref 22.
The molecular fragments making up the binding site are
methanethiolate, imidazole, benzene, and ethanol. They
belong to the SIBFA library of fragments. In keeping with
our previous studies, the distributed multipoles23 and polar-
izabilities24 are those derived from their HF molecular
orbitals computed with the CEP 4-31G(2d) basis set.

Energy minimizations on the internal coordinates used
the Merlin package.25 Because the X-ray structure shows
an unrealistically short distance between Zn(II) and the
cysteinate (Cy-) 174 S atom, of about 2.0 Å instead of
2.2-2.3, we have optimized the structure in two steps.
First, we relaxed the position of Zn(II) inside the cavity
and then relaxed simultaneously the Zn(II) cation, the
conformation of the ethanol hydroxyl end, and the
methanethiolate group representing Cy-174. For this
group, the first H atom lying along the CR-C� bond and
used to anchor the methanethiolate moiety was not relaxed.
The energy-minimized structure is shown in Figure 1a.

Table 1. Intermolecular Interaction Energies (kcal/mol) in
Complexes a and b, Which Model the Recognition Site of
ADH without and with, Respectively, the Presence of the
Benzene Ringa

complex a without Phe93 complex b with Phe93

ab initio SIBFA ab initio SIBFA

ECoul./EMTP* -661.6 -657.9 -664.4 -662.4
Eexch./Erep* 177.4 168.9 180.2 173.5
E1 -484.2 -489.0 -484.2 -488.9
Epol(HF)/Epol -85.5 -94.5 -84.5 -93.2
Epol(RVS)/Epol* -113.2 -121.7 -111.8 -121.1
Ect(RVS) -48.5 -48.6
BSSE -5.1 -5.6
Ect*/Ect -43.4 -41.3 -43.0 -41.3
E2 -156.6 -163.0 -154.8 -162.4
∆E -618.2 -624.9 -617.3 -623.4
δE(MP2)/Edisp -48.4 -65.9 -57.8 -70.5
∆Etot -666.6 -690.8 -675.1 -693.9

a See text for definition. Epol(HF) ) ∆E - E1 - Ect(RVS). [This
procedure enables us to evaluate a Morokuma-like polarization
energy as the KM approach does not converge, as discussed in
the text.] Ect* ) Ect(RVS) - BSSE. E2(HF) ) Epol(RVS) + Ect*.
E2(SIBFA) ) Epol* + Ect. ∆E(SIBFA) ) E1 + Epol + Ect.
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Its superimposition with the X-ray structure is represented
in Figure 1b.

Results and Discussion

Table 1 reports the intermolecular interaction energies and
their contributions in two Zn-tetracoordinated complexes,
without and with, respectively, the involvement of the
Phe93 side chain. These latter are denoted as complexes
a and b, respectively. These energies were obtained at
both QC/CEP 4-31G(2d) and SIBFA levels. Table 2 gives

the values of the RVS intermolecular interaction energies
in all bimolecular complexes as well as their individual
contributions. The corresponding SIBFA interaction ener-
gies (without Edisp) are given in comparison. The values
of nonadditivities, δEnadd, are given as the difference
between the summed bimolecular interaction energies and
the value in the polycoordinated complex a or b.

δEnadd )∆Epoly(many-body)-∑ ∆Ebimol(2-body) (2)

Figure 1. a) Representation of the energy-minimized structure of the recognition site of ADH and b) superimposition of the
energy-minimized structures with the PDB structure (in green).

Table 2. Values (kcal/mol) of the RVS/CEP 4-31G(2d) and SIBFA Contributions of the Bimolecular Complexes, of Their
Sums and Values of Their Nonadditivities, and of the 6-311G** HF and MP2a

RVS SIBFA RVS SIBFA RVS SIBFA RVS SIBFA RVS SIBFA RVS SIBFA RVS SIBFA

ECoul. EMTP* Eexch. Erep E1 Epol (RVS) Epol* Epol (HF) Epol Ect BSSE Ect* Ect ∆E

Cy-/lmh 7.6 6.1 4.2 8.8 11.8 14.9 -3.2 -3.7 -3.1 -3.6 -0.6 -0.4 -0.2 0.0 8.1 11.3
Cy-/Cy- 80.8 80.2 1.3 2.0 82.1 82.2 -5.7 -5.9 -5.1 -5.2 0.1 -0.3 0.4 0.0 77.1 77.0
Cy-/Zn(II) -312.9 -310.1 52.4 48.8 -260.5 -261.3 -76.3 -76.2 -79.6 -79.6 -51.1 -1.3 -49.8 -51.2 -391.3 -392.1
Cy-/Ethoh -2.3 -2.0 11.3 9.8 9.0 7.8 -3.8 -4.5 -3.8 -4.8 -1.6 -0.5 -1.1 -1.9 3.6 1.1
lmh/Cy- 12.9 11.9 1.9 3.4 14.8 15.3 -3.0 -2.9 -2.8 -2.8 -0.1 -0.4 0.3 0.0 11.9 12.5
lmh/Zn(II) -83.2 -83.9 20.7 20.9 -62.5 -63.0 -61.6 -52.0 -63.2 -53.7 -16.5 -0.5 -16.0 -15.0 -142.1 -131.7
lmh/Ethoh 3.1 1.3 1.6 3.0 4.7 4.3 -0.4 -0.4 -0.5 -0.4 -0.2 -0.4 0.2 0.0 4.0 3.9
Cy-/Zn(II) -317.9 -308.4 53.9 49.7 -264.0 -258.7 -76.7 -79.6 -79.9 -83.1 -51.2 -1.5 -49.7 -51.0 -395.1 -392.8
Cy-/Ethoh 9.8 7.9 2.1 2.2 11.9 10.1 -2.4 -2.3 -2.3 -2.2 -0.3 -0.4 0.1 0.0 9.3 7.9
Ethoh/Zn(II) -61.5 -60.9 22.6 20.3 -38.9 -40.6 -48.0 -44.5 -49.2 -45.7 -10.6 -0.6 -10.0 -8.1 -98.7 -94.5
sum -663.6 -657.9 172.0 168.9 -491.6 -489.0 -281.1 -272.0 -289.5 -281.1 -132.1 -6.3 -125.8 -127.3 -913.2 -897.4
complex a

(without Phe93)
-661.6 -657.9 177.4 168.9 -484.2 -489.0 -113.2 -121.7 -85.5 -94.5 -48.5 -5.1 -43.4 -41.3 -618.2 -624.9

δEnadd 2.0 0.0 5.4 0.0 7.4 0.0 167.9 150.3 204.0 186.6 83.6 1.2 82.4 86.0 295.0 272.5
Cy-/Benz 1.0 1.1 0.0 0.0 1.0 1.1 -0.3 -0.5 -0.3 -0.5 0.0 0.0 0.0 0.0 0.7 0.6
lmh/Benz 0.5 0.3 0.4 0.4 0.9 0.7 -0.1 -0.1 -0.1 -0.1 -0.1 -0.2 0.1 0.0 0.8 0.6
Benz/Cy- 0.9 0.1 2.4 3.6 3.3 3.7 -3.2 -3.7 -3.2 -3.7 -0.5 -0.3 -0.2 0.0 -0.4 -0.1
Benz/Zn(II) -5.1 -5.5 0.0 0.0 -5.1 -5.5 59.6 -6.9 4.9 -6.9 -69.7 0.0 -69.7 0.0 -69.9 -12.3
Benz/Ethoh -0.1 -0.5 0.4 0.6 0.3 0.1 0.0 0.0 0.0 0.0 -0.1 -0.1 0.0 0.0 0.2 0.0
sum -666.4 -662.4 175.2 173.5 -491.2 -488.9 -225.2 -283.1 -288.1 -292.2 -202.5 -6.9 -195.6 -127.3 -981.9 -908.6
complex b

(with Phe93)
-664.4 -662.4 180.2 173.5 -484.2 -488.9 -111.8 -120.1 -84.5 -93.2 -48.6 -5.6 -43.0 -41.3 -617.3 -623.4

δEnadd 2.0 0.0 5.0 0.0 7.0 0.0 113.4 163.0 203.6 199.0 153.9 1.3 152.6 86.0 364.6 285.2

a The IMP2 and MP2 energy gain, δE(IMP2) and δE(MP2), respectively, are also reported. The corresponding SIBFA values are recast
for ease of comparison.
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Positive δEnadd values indicate anticooperativity. Table 3
regroups the intermolecular QC interaction energies at the
HF level as well as at correlated levels, together with their
SIBFA counterparts. Thus the CEP 4-31G(2d) are recast
at HF and MP2 levels and complemented with the DFT
results. The 6-311G** calculations are given at the HF,
DFT, and MP2 levels, while the LACV3P** results are given
at the HF, DFT, and lMP2 levels. Since we wish to compare
trends, all QC computations were single-point computations
done at the SIBFA-energy-minimized geometries.

In Table 1 two values of Epol are given. Epol(RVS) is
the value of the summed monomer polarization energies
at the RVS level and, as in ref 26, is compared to
Epol*(SIBFA), obtained prior to the iterative inclusion of
the effects of the induced dipoles on the field. The Kitaura-
Morokuma27(denoted as KM) procedure strongly overes-
timates the polarization energy in the presence of strong
electric fields such as those generated by metal cations
due to a lack of fulfillment by the Pauli principle [see
refs 11, 26c, and 28 and references therein]. Indeed, in
that case, the repulsive exchange-polarization term is ne-
glected as the wave function is not fully antisymmetrized.
Therefore we have indirectly derived a value for Epol(HF)
after completion of the SCF cycles. Thus, from the converged
interaction energy ∆E(HF), we subtracted the summed values
of E1 and Ect. For such an evaluation, both ∆E(HF) and Ect

are uncorrected for BSSE effects13 for consistency. Epol(HF)
is then compared to Epol(SIBFA), derived at the end of the
iterative process on the induced dipoles (see Table 1 for
details). The comparisons between Epol(HF) and Epol(RVS),
on the one hand, and between Epol(SIBFA) and Epol*(SIBFA),
on the other hand, give insight into the contribution of
induced dipoles to anticooperativity. It is seen that such a
contribution has closely similar values from both QC and
SIBFA calculations, namely in the 27.3-27.9 kcal/mol range.
Ect* denotes the value of Ect after the BSSE correction.

∆E(RVS) and ∆E(SIBFA) denote the total QC and PMM
intermolecular interaction energies prior to, respectively, the
MP2 procedure and without the Edisp contribution. ∆E(MP2)
and ∆Etot(SIBFA) denote respectively the corresponding
values after the MP2 procedure and with the Edisp contribution.

RVS Results. Table 1 shows that for both a and b
complexes, a very close agreement between RVS and SIBFA
obtains, consistent with previous studies.14,22,26a,b It bears
on both the total energies and their individual contributions.
The magnitude of ∆E(SIBFA) is larger than that of ∆E(RVS)
by less than 1.5%. The trends in energy contributions upon
including benzene are similar in the RVS and SIBFA
approaches. In the context of each methodology, ECoul./EMTP*

and Eexch/Erep increase in magnitude by similar amounts. E1

is seen to undergo a virtually null change with both
approaches. Epol decreases in magnitude by less than 1.5 kcal/
mol out of 100, while Ect is lowered by a negligible amount
(< 0.4 kcal/mol). Thus the values of both ∆E(RVS) and
∆E(SIBFA) are modestly (<1.5 kcal/mol out of 620)
decreased in magnitude by the involvement of the benzene
ring. This could imply that, prior to including electron
correlation/dispersion effects, indirect cation-π interactions
involving benzene would weakly destabilize the complex
rather than stabilize it. However, analysis of nonadditivity
as reported below (Table 2) shows the present results to be
only due to the anticooperativities of Epol and Ect: these result
from the neutralization of the fields exerted on benzene by
Zn(II), on the one hand, and by the two cysteinates, on the
other hand.

MP2 Results. In complex a, δE(MP2) is smaller in
magnitude than Edisp, namely -48.4 kcal/mol as compared
to -65.9, owing to nonadditivity at the MP2 level (see
below). This results in ∆Etot(SIBFA) now being larger in
magnitude than ∆E(MP2) by 3.5% instead of 1.5% at the
RVS level. As shown below, larger relative energy differ-

Table 3. Values (kcal/mol) of the CEP 4-31G(2d) RVS, MP2, and DFT Bimolecular Interaction Energies, of Their Sums, and
Values of Their Nonadditivitiesa

RVS SIBFA MP2 SIBFA MP2 MP2 DFT SIBFA

∆E δE(MP2) Edisp ∆E (RVS) + δE(MP2) ∆E ∆E ∆Etot

Cy-/lmh 8.1 11.3 -5.9 -3.0 2.3 1.8 5.3 8.3
Cy-/Cy- 77.1 77.0 -2.7 -3.2 74.3 73.9 75.5 73.8
Cy-/Zn(II) -391.3 -392.1 -20.6 -18.0 -411.9 -413.3 -445.5 -410.1
Cy-/Ethoh 3.6 1.1 -5.8 -4.2 -2.2 -2.7 -0.4 -3.1
lmh/Cy- 11.9 12.5 -3.8 -2.0 8.1 6.3 10.0 10.5
lmh/Zn(II) -142.1 -131.7 -12.2 -7.3 -154.3 -154.8 -175.9 -139.0
lmh/Ethoh 4.0 3.9 -3.7 -1.6 0.4 -1.4 2.9 2.3
Cy-/Zn(II) -395.1 -392.8 -20.4 -18.3 -415.5 -417.1 -449.6 -411.1
Cy-/Ethoh 9.3 7.9 -3.2 -1.8 6.1 5.6 7.3 6.1
Ethoh/Zn(II) -98.7 -94.5 -8.8 -6.5 -107.5 -108.0 -126.7 -101.0
sum -913.3 -897.4 -87.1 -65.8 -1000.4 -1009.7 -1097.2 -963.3
complex a (without Phe93) -618.2 -624.9 -48.4 -65.8 -666.6 -673.1 -676.4 -690.8
δEnadd 295.1 272.5 38.7 0.0 333.8 336.6 420.8 272.5
Cy-/Ben 0.7 0.6 -0.8 -0.1 -0.1 -0.1 0.6 0.5
lmh/Ben 0.8 0.6 -3.6 -0.8 -2.8 -3.0 0.6 -0.2
Ben/Cy- -0.4 -0.1 -5.8 -2.7 -6.1 -7.7 -2.5 -2.7
Ben/Zn(II) -69.9 -12.3 -47.6 -0.2 -117.5 -117.6 -140.3 -12.5
Ben/Ethoh 0.2 0.0 -2.5 -0.8 -2.3 -3.5 0.6 -0.7
sum -981.9 -908.6 -147.3 -70.5 -1129.3 -1141.5 -1238.2 -978.9
complex b (with Phe93) -617.3 -623.4 -57.8 -70.5 -675.1 -683.2 -676.7 -693.9
δEnadd 364.6 285.2 89.5 0.0 454.2 458.3 561.5 285.0

a The MP2 energy gain, δE(MP2), is also reported. The corresponding SIBFA values are given along with their QC counterparts.
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ences can actually be found between the QC ∆E values
depending upon the basis sets and the handling of correlation.
This could be a concern owing to the large magnitudes of
the absolute binding energies. In this connection, we have
recently investigated the complexes formed between compet-
ing inhibitors and protein targets, such as Zn-metalloenzymes
�-lactamase29a and phosphomannoisomerase.29b In model
complexes extracted from the inhibitor-protein complexes,
we found that, as in the present study, the SIBFA ∆E values
differed from the CEP 4-31G(2d) target values by relative
amounts of 2-3%, and slightly larger relative errors were
observed between LACVP3** and CEP 4-31G(2d) ∆E(QC)
values. Nevertheless, upon comparing the relative stabilities
of several competing complexes for a given model site, the
∆E(QC) values from the two basis sets displayed parallel
evolutions, and the ∆E(SIBFA) values very closely repro-
duced their trends and the energy ranking of the competing
complexes. While these studies should be extended to other
molecular recognition problems, such results indicate that a
correct reproduction of relative energy differences and trends
could be expectable from PMM. The corresponding values
in complex b are -57.8 and -70.5 kcal/mol. Upon compar-
ing the values of ∆E(MP2) and of ∆Etot(SIBFA) in com-
plexes a and b, it is seen that the benzene ring contributes
-8.5 and -3.1 kcal/mol by MP2 and SIBFA computations,
respectively. In the superoxide dismutase (SOD) binding site,
a Trp residue interacts with the Fe(III) cofactor through a
water molecule.5 A QC study showed it to contribute by a
larger amount (10 kcal/mol) to the stabilization energy2 than
computed here for ADH. However, a different balance of
effects could come into play in the SOD site, since in contrast
to ADH, the field exerted on the ring by a trivalent metal
cation could now be incompletely neutralized by the anionic
charges of the iron-coordinating Asp residue and azide
molecule. The values of ∆E are very large since the present
calculations are in the gas phase. Extrapolation to the actual
ethanol-ADH complex would require the inclusion of the
entire protein and perform energy balances taking into
account the solvation energy of the complex, on the one hand,
and the separate desolvation energies of the protein and the
substrate prior to complex formation, on the other hand.
Inclusion of the latter terms results in a considerable
reduction of the magnitudes of the resulting binding energies.
Accounting for the protein and ligand conformational energy
rearrangement further reduces their magnitudes. Such energy
balances have been reported concerning the complexation
of inhibitors to the Zn-metalloproteins phosphoman-
noisomerase29b and the second Zn-finger of the HIV-1
nucleocapsid.30 They resulted in binding energies in the range
of -20 kcal/mol. Inclusion of entropy effects should further
reduce their magnitudes. Nevertheless the trends in ∆E
contributions regarding the effect of Phe93 should be
conserved in the model site compared to the entire protein.

Analysis of Nonadditivity

Complex a. 1) QC Results. Nonadditivity in several
polycoordinated Zn(II) complexes was previously analyzed
in parallel by RVS and SIBFA.26a,b Consistent with these
studies, as shown in Table 2 Epol is found here to be the

most anticooperative contribution, with δEnadd amounting to
168 and 204 kcal/mol for Epol(RVS) and Epol(KM), respec-
tively. Ect is also strongly anticooperative, with δEnadd in the
83-87 kcal/mol range, while ECoul. and Eexch have very
modest anticooperativities (2 and 5 kcal/mol, respectively).
A small anticooperativity of the BSSE correction (1.3 kcal/
mol out of 6) can be noted. Table 3 shows that the energy
gain due to the MP2 procedure, δE(MP2), has a significant
anticooperativity. It amounts to 38.7 kcal/mol and is in the
same range as found in related polycoordinated Zn(II)
complexes.26a,b Since such a value comes on top of the
nonadditivities of Epol and Ect at the RVS level, it should
stem mainly from the increases of the relative weights of
both Epol and Ect due to correlation.11 Further SIBFA studies
are planned using correlated multipoles and polarizabilities
[see for an example ref 21d]. They should allow quantifica-
tion of the extent to which correlation affects the anticoop-
erativities of Epol and Ect in the context of molecular
mechanics. For this purpose, a preliminary recalibration of
Epol and Ect on such monoligated Zn(II) complexes will be
necessary and is outside the scope of this work. In a study
of the complexes of nucleic acid base pairs with divalent
metal cations, it was recalled31 that the nonaddivity of the
actual dispersion term appears only at the MP3 level32 and
is therefore not accounted for in the present calculations.

2) SIBFA Results. Epol and Ect are presently the only
nonadditive SIBFA contributions. The values of δEnadd(SIB-
FA) for Epol and Ect are consistent with the RVS ones. Those
of Epol and Epol* are somewhat smaller than the corresponding
RVS ones, but such underestimations are found to compen-
sate for some corresponding underestimations of Epol(SIBFA)
with respect to Epol(QC). This occurs notably in one binary
complex, that of Zn(II) with imidazole at the 2.16 Å Zn-N
distance. As commented on in ref 26, δEnadd is larger when
in the QM computations Epol is derived at the outcome of
the SCF procedure, and when in the SIBFA computations,
it is computed after iterative inclusion of the induced dipoles.
The value of δEnadd for Ect is very close to the corresponding
RVS ones. This indicates that, compared to our previous
calibration, the Ect recalibration reported in ref 14 affords
an improved control of its large nonadditivity in Zn(II)
complexes.26a,b

Complex b. Quantifying nonadditivity by RVS/CEP
4-31G(2d) is prevented by the fact that at large separation,
the bimolecular Zn(II)-benzene complex diverges asymptoti-
cally toward an open-shell state where an electron is
transferred to the dication. In the present complex, the
distance between Zn and the centroid of benzene is 5.4 Å.
The RVS analysis gives a value of Ect of -69.7 kcal/mol
and an artifactual positive Epol value of 59.6. Interposing the
ethanol ligand, as in the trimolecular benzene-ethanol-Zn(II)
complex, recovers a negative Epol of -25.5 kcal/mol and a
reduced Ect value of -43.3 kcal/mol (unpublished). A fortiori,
completion of the Zn(II) coordination shell recovers mean-
ingful values of both contributions. The SIBFA computations
show that the separate values of Epol in the bimolecular
complexes of benzene with Zn(II) and with one cysteinate
are significant despite the distances of separation, amounting
to -6.9 and -3.8 kcal/mol, respectively, but that the actual
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increase of Epol upon passing from complex a to b is
negligible owing to the anticooperativity of Epol. Thus in the
context of SIBFA, this should leave Edisp as the sole energy
contribution stabilizing complex b over complex a.

We have reported in Figure 2a the correlation between
∆E (RVS) and ∆E(SIBFA) bearing on all bimolecular
complexes, except Zn(II)-benzene. The r2 correlation coef-
ficient is 0.9996. We have similarly evaluated the correlation
between Edisp(SIBFA) and δE(MP2). Edisp(SIBFA) is an
approximation to the real dispersion, since electron correla-
tion affects also electrostatic and induction terms [see ref
11 and references therein]. Therefore a less satisfactory
correlation has to be expected, especially as BSSE effects
are in general not negligible. A reasonable r2 of 0.9354
nevertheless is obtained with δE(MP2)/CEP 4-31G(2d)
(Figure 2b), which actually increases to 0.97010 concerning
δE(MP2)/6-311G** (Figure 2c). The r2 value with respect
to δE(lMP2)/LACV3P** is 0.9550 (Figure 2d). At this point
it is recalled that the calibration of Edisp(SIBFA) was
performed33 on the basis of SAPT computations; however,
SAPT can become intractable upon increasing the size of

the molecular complexes. Alternatively, MPn (n ) 3 or 4)
or CCSD(T) computations could be used for Edisp(SIBFA)
recalibration on model dimeric complexes. There could be
two means to improve the representation of correlation in
SIBFA. One is a simple rescaling on the basis of such more
extended correlated computations. The second is, as men-
tioned above, the use of correlated multipoles and polariz-
abilities:21d these could provide the contributions of corre-
lation to EMTP and Epol. A rescaling of Edisp should be done
subsequently to provide the actual contribution of the van
der Waals component.

Effects of the LeVel of the QC Computations (Tables 3
and 4). This analysis was performed in order to evaluate,
on the one hand, the sensitivity of δEnadd to the level of the
QC computation, and, on the other hand, the amount of
stabilization due to correlation in both complexes a and b.
In complex b, the ‘van der Waals’ component should be
amplified, which would lead to ∆E underestimation by DFT
[see ref 34 and references therein]. On the other hand,
complex a is predominantly stabilized by electrostatic
interactions, so that all QC procedures could be expected to

Figure 2. Correlation between the SIBFA and QC interaction energies in all bimolecular complexes except for Zn(II)-benzene.
a) ∆E(SIBFA) and ∆E(RVS/HF); b) Edisp(SIBFA) and δE(MP2)/CEP4-31G(2d); c) Edisp(SIBFA) and δE(MP2)/6-311G**; and d)
Edisp(SIBFA) and δE(lMP2)/LACV3P**.
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show similar trends. The 6-311G** and LACV3P** com-
putations differ by the use of an effective large core
pseudopotential on Zn(II) in the latter, while a full electron
basis set is used on the cation in the 6-311G** calculations.
Table 3 reports the values of the total interaction energies
and those of all bimolecular complexes at the CEP 4-31G(2d)
level, and Table 4 reports the corresponding values at the
LACV3P** and 6-311G** levels.

Complex a. At the HF level, the magnitudes of the
interaction energies are along the sequence CEP 4-31G(2d)
> LACV3P** > 6-311G**. The 10 out of -620 kcal/mol
energy difference between the first two basis sets is the same
as the corresponding one previously computed for the
complex of Zn(II) with two cysteinates and two imidazoles
that represented a Zn-finger Zn binding site.14 The magni-
tudes of anticooperativity effects follow the same trend as
the ∆E values. Such larger δEnadd values with the CEP
4-31G(2d) basis set translate the larger relative weights of
the summed second-order contributions with respect to the
summed first-order ones, occurring with this basis set
compared to the LACV3P and 6-311G** ones. It could be
due to the presence in this basis of two diffuse 3d polarization
AOs on the heavy atoms.

In Table 3 two columns of MP2 values are given, namely
columns 5 and 6 of results. The first column gives the results
after addition of the MP2 energy gain, δE(MP2), to ∆E-
(RVS), i.e., after BSSE correction at the HF level. The se-
cond column gives the corresponding results after the
addition of δE(MP2) to ∆E(HF), namely, without the
BSSE(HF) correction. Thus the energy values are slightly
smaller than in the preceding column. The penultimate
column gives the DFT results, and the last column recasts
the SIBFA ones. At the MP2 level, the total interaction

energies are larger with the CEP 4-31G(2d) than with the
6-311G** basis set, but the δEnadd values are close, 38.7
and 42.7 kcal/mol, respectively. The larger magnitudes of
∆E(MP2) with the CEP 4-31G(2d) basis set stem from their
larger magnitudes in the separate monoligated Zn(II) com-
plexes. It is noted that for these complexes at optimized Zn-
ligand distances the values of ∆E(MP2) using the CEP
4-31G(2d) set35 are found to be very close to the large basis
set computations recently published by Rayon et al. on a
series of representative Zn-ligand complexes.36 These com-
putations used aug-cc-pVTZ basis sets with both MP2 and
CCSD(T) methods.

At the DFT level, the CEP 4-31G(2d) basis set has a
larger δEnadd than the LACV3P** basis set (420.8 versus
349.9 kcal/mol), the 71 kcal/mol difference being amplified
with respect to the corresponding HF δEnadd value which
amounted to 24.5 kcal/mol. With both CEP 4-31G(2d) and
LACV3P** basis sets, the DFT computations are seen to
overestimate the Zn-monoligand interaction energies. In this
connection, recent analyses11 of DFT intermolecular interac-
tion energies with the Constrained Space Orbital Variation
procedure37 linked these overestimations to a strong increase
of polarization, charge-transfer contributions, and Zn(II)
polarizability as compared to the corresponding HF values.
Overestimations of ∆E were recently also noted in the case
of Zn(II) complexes with anionic ligands,36 while new
functionals are being developed and evaluated.38 Using
B3LYP and the CEP 4-31G(2d) basis set, the DFT larger
δEnadd values compared to MP2 compensate for the larger
monoligated ∆E(DFT) values. As a result, the final ∆E(DFT)
values come close to the ∆E(MP2) ones, -676.4 as
compared to -666.6 kcal/mol.

Table 4. Values (kcal/mol) of the LACV3P** HF, IMP2, and DFT Bimolecular Interaction Energies, of Their Sums, and
Values of Their Nonadditivities and Corresponding Values of the 6-311G** HF and MP2a

LACV3P** 6-311G**

HF SIBFA IMP2 SIBFA IMP2 DFT SIBFA HF SIBFA MP2 SIBFA MP2 SIBFA

∆E δE(IMP2) Edisp ∆E ∆Etot ∆E δE(MP2) Edisp ∆E ∆Etot

Cy-/lmh 8.4 11.3 -1.6 -3.0 6.7 6.9 8.3 8.3 11.3 -3.5 -3.0 4.8 8.3
Cy-/Cy- 78.4 77.0 -1.1 -3.2 77.3 77.3 73.8 78.4 77.0 -1.7 -3.2 76.7 73.8
Cy-/Zn(II) -378.5 -392.1 -16.5 -18.0 -395.0 -407.0 -410.1 -368.4 -392.1 -23.0 -18.0 -391.4 -410.1
Cy-/Ethoh 4.3 1.1 -2.5 -4.2 1.9 0.4 -3.1 4.3 1.1 -4.3 -4.2 0.0 -3.1
lmh/Cy- 12.6 12.5 -1.3 -2.0 11.4 11.4 10.5 12.5 12.5 -2.3 -2.0 10.2 10.5
lmh/Zn(II) -137.7 -131.7 -6.2 -7.3 -143.9 -155.9 -139.0 -133.7 -131.7 -10.9 -7.3 -144.6 -139.0
lmh/Ethoh 3.6 3.9 -1.6 -1.6 1.9 2.6 2.3 3.5 3.9 -2.6 -1.6 0.9 2.3
Cy-/Zn(II) -382.5 -392.8 -15.6 -18.3 -398.1 -410.9 -411.1 -372.3 -392.8 -21.9 -18.3 -394.2 -411.1
Cy-/Ethoh 10.2 7.9 -1.6 -1.8 8.6 8.2 6.1 10.1 7.9 -2.2 -1.8 7.9 6.1
Ethoh/Zn(II) -97.2 -94.5 -2.9 -6.5 -100.1 -112.2 -101.0 -93.5 -94.5 -5.7 -6.5 -99.2 -101.0
sum -878.5 -896.7 -50.8 -65.8 -929.3 -979.3 -962.5 -850.9 -962.5 -78.1 -65.8 -929.0 -962.5
complex a

(without Phe93)
-607.9 -624.9 -20.8 -65.8 -628.8 -629.5 -690.8 -594.7 -624.9 -35.4 -65.8 -630.1 -690.8

δEnadd 270.6 272.0 30.0 0.0 300.5 349.9 271.9 256.2 271.9 42.7 0.0 298.9 271.9
Cy-/Ben 0.8 0.6 -0.2 -0.1 0.5 0.6 0.5 0.8 0.6 -0.2 -0.1 0.6 0.5
lmh/Ben 0.5 0.6 -0.5 -0.8 0.4 -0.2 0.5 0.6 -1.3 -0.8 -0.7 -0.2
Ben/Cy- 0.3 -1.5 -2.3 -2.7 -2.1 -0.9 -2.7 0.3 -1.5 -2.0 -2.7 -2.6 -2.7
Ben/Zn(II) -63.5 -12.3 -30.7 -0.2 -94.1 -114.4 -12.5 -60.3 -12.3 -44.1 -0.2 -105.1 -12.5
Ben/Ethoh 0.0 0.7 -1.9 -0.8 -1.9 -0.1 -0.7 0.0 0.7 -2.4 -0.8 -1.1 -0.7
sum -940.4 -908.5 -908.5 -70.5 -1026.9 -1093.7 -978.1 -909.5 -978.1 -128.0 -70.5 -1037.9 -978.1
complex b

(with Phe93)
-608.0 -623.4 -24.1 -70.5 -632.1 -630.1 -693.9 -595.0 -623.4 -40.3 -70.5 -635.3 -693.9

δEnadd 332.4 285.3 285.3 0.0 394.8 463.5 284.4 314.5 284.4 87.7 0.0 402.6 284.4

a The IMP2 and MP2 energy gains, δE(IMP2) and δE(MP2), respectively, are also reported. The corresponding SIBFA values are recast
for ease of comparison.
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At the lMP2 level, and with the LACV3P** basis set,
∆E(lMP2) has in the monoligated Zn(II) complexes smaller
values than ∆E(DFT) but also a smaller δEnadd value: this
mutual compensation results in ∆E(lMP2) and ∆E(DFT)
being virtually equal in the polycoordinated complex.

Complex b. We compare here the contribution of the
benzene ring to stabilization, as translated by the energy
variations upon passing from complex a to complex b. It
will be denoted δEa-b. At the HF level, and consistent with
the CEP 4-31G(2d) results, both 6-311G** and LACV3P**
basis sets indicate the benzene ring to contribute negligibly
to the interaction energy. This occurs in spite of the
artifactually strong ∆E value in the ‘bimolecular’ Zn(II)-
benzene complex of -60 to -63.5 kcal/mol, comparable to
the corresponding CEP 4-31G(2d) value of -70 kcal/mol
value.

At the MP2 level, δEa-b/6-311G** amounts to -5.2 kcal/
mol. This value is smaller in magnitude than the δEa-b/CEP
4-31G(2d) value of -8.5 kcal/mol but closer to the SIBFA
value of -3.1 kcal/mol. Concerning the bimolecular com-
plexes involving benzene with ethanol, each cysteinate as
well as imidazole, at the HF level, ∆E/CEP 4-31G(2d) is
seen to be only slightly more stabilizing than ∆E computed
with the larger 6-311G** basis set. However the corre-
sponding energy differences are enhanced at the MP2 level,
regardless of the relative proximity to benzene. This il-
lustrates the need for extended basis sets in order to handle
correlation. Concerning the complexes between two conju-
gated molecules, it was shown by Hobza and Sponer39 that
extrapolation to the complete basis set (CBS) limit is
necessary to obtain converged estimates of the MP2 interac-
tion energy as well as stable MP2-CCSD(T) energy differ-
ences. The CCSD(T) interaction energies have for such
complexes smaller magnitudes than the MP2 ones. The fact
that, for the complexes involving benzene, Edisp(SIBFA) in
its present formulation is closer in magnitude to δE(MP2)
computed with the 6-311G** than to the CEP 4-31G(2d)
constitutes thus a favorable feature. Furthermore, as previ-
ously observed in a series of H-bonded complexes using the
CEP 4-31G(2d) basis set,15 the overestimations of ∆E(MP2)/
CEP 4-31G(2d) can stem in part from large BSSE effects
at the MP2 level, in marked contrast with the small CEP
4-31G(2d) BSSE magnitudes at the HF level. These caveats
are to be noted, while, on the other hand and as above-
mentioned, the Zn(II) monoligated interaction energies can
be accurately computed at the MP2/CEP 4-31G(2d) basis
set.

δEa-b at the DFT level has extremely small magnitudes
(<0.3 kcal/mol) with both CEP 4-31G(2d) and LACV3P**
basis sets. By contrast, at the lMP2 level, δEa-b (LACV3P**)
amounts to -3.3 kcal/mol.

Conclusions

We have analyzed by SIBFA and QC computations the
energetical factors stabilizing the Zn-binding site of alcohol
dehydrogenase (ADH), in which Zn(II) is polycoordinated
to two cysteinates and one histidine and by the ethanol
substrate. A Phe residue is stacked over ethanol. The

stabilization energy it contributes was computed to be in the
range of 3-9 kcal/mol. However, because of the mutual
cancelation of the fields polarizing the benzene ring in the
ADH binding site as compared to the separate bimolecular
complexes involving it, no stabilization was computed in the
context of QC/HF calculations and, concerning the SIBFA
procedure, in the absence of the Edisp contribution.

Regarding nonadditivity, the present analyses have shown,
in unanticipated fashion, some significantly differing behav-
iors of QC depending upon the level of computations. Thus
DFT was found to display much larger anticooperativity than
either MP2 in CEP 4-31G(2d) computations or lMP2 in
LACV3P** computations. However such larger δEnadd values
were in both cases found to compensate for the larger DFT
magnitudes of the separate Zn-monoligated complexes: with
the CEP 4-31G(2d) basis set, this resulted in ∆E(DFT)
differing from ∆E(MP2) by small amounts, namely 9.8 kcal/
mol out of 670 in complex a and 1.6 kcal/mol out of 675 in
complex b. On the other hand, more conservatively, δEnad-

d(MP2) was found to have very similar values with either
CEP 4-31G(2d) and 6-311G** basis sets, namely 38.7 and
42.7 kcal/mol, respectively, in a and 89.5 and 87.7 kcal/mol
in b. The lMP2 computations with the LACV3P** basis set
had smaller corresponding δEnadd values of 29.8 and 62.4
kcal/mol. The large δEnadd values in complex b are due to
the artificially strong Ect value in the benzene-Zn(II) complex
which are not in direct interaction and the onset of an open-
shell state where an electron is transferred to Zn(II).

The present investigation also confirms the accuracy of
the SIBFA procedure into reproducing its target QC/CEP
4-31G(2d) interaction energies and a good control of both
Epol and Ect nonadditivities. The relative error is 1.5%
concerning the HF level. It raises however to 3.5% at the
correlated level, because Edisp is additive, while δE(MP2) in
polycoordinated Zn(II) complexes is anticooperative.26a,b The
-3.1 kcal/mol stabilization contributed by the benzene ring
appears closer to the 6-311G** than the CEP 4-31G(2d)
MP2 value (-5.2 and -8.5 kcal/mol, respectively). In light
of the results published by Hobza and Sponer,39 it is likely
that the 6-311G** stabilization energy of -5.2 kcal/mol is
closer to the CBS result than the CEP 4-31G(2d) one and
that its magnitude is itself an upper bound to the CCSD(T)
value.

Polarization is indispensable to reliably compute cat-
ion-π complexes where an aromatic ring directly interacts
with a cationic partner.40 To our knowledge, the very first
evaluation of Epol in such complexes was published in 1980
upon studying the complexes of mono- and tetramethy-
lammonium with the indole ring.41 However the present
study shows that, as concerns the ADH binding site, the
contribution of the benzene ring to overall stabilization
is not due to polarization. This contribution is canceled
out because the dicationic charge, with which benzene
interacts indirectly, is neutralized by the two anionic
cysteinates. The main contribution then stems from
dispersion, as in classical, nonpolarizable force-fields.
Thus the present analysis reaffirms the need for a complete
separability of the interaction potential21d,22 in order to
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accurately reproduce each of the QC contributions to the
binding energy in a diversity of situations (see Table 1).

Finally, the present results also suggest that PMM proce-
dures which can accurately reproduce the results from QC
computations could be used as a tool to refine X-ray crystal
structures, as was previously demonstrated in the context of
quantum chemistry42 or by the use of distributed multi-
poles.43,44 In view of such an evaluation, and as we had done
in previous papers,29 we give as Supporting Information the
coordinates of the SIBFA energy-minimized structure. These
could also be used to benchmark other polarizable molecular
mechanics approaches.
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Abstract: We report a serious problem associated with a number of current implementations
of Andersen and Langevin dynamics algorithms. When long simulations are run in many
segments, it is sometimes possible to have a repeating sequence of pseudorandom numbers
enter the calcuation. We show that, if the sequence repeats rapidly, the resulting artifacts can
quickly denature biomolecules and are then easily detectable. However, if the sequence repeats
less frequently, the artifacts become subtle and easily overlooked. We derive a formula for the
underlying cause of artifacts in the case of the Langevin thermostat, and find it vanishes slowly
as the inverse square root of the number of time steps per simulation segment. Numerous
examples of simulation artifacts are presented, including dissociation of a tetrameric protein
after 110 ns of dynamics, reductions in atomic fluctuations for a small protein in implicit solvent,
altered thermodynamic properties of a box of water molecules, and changes in the transition
free energies between dihedral angle conformations. Finally, in the case of strong thermocoupling,
we link the observed artifacts to previous work in nonlinear dynamics and show that it is possible
to drive a 20-residue, implicitly solvated protein into periodic trajectories if the thermostat is not
used properly. Our findings should help other investigators re-evaluate simulations that may
have been corrupted and obtain more accurate results.

Introduction

Molecular simulations of proteins and other complex bio-
molecules are performed routinely in atomic detail for tens

of nanoseconds. A variety of thermodynamic ensembles are
available for these simulations, but in virtually all cases,
investigators wish to see the dynamics of a system at a
particular temperature, corresponding to a Maxwell distribu-
tion of momenta for the particles of the molecular model.
In simulations of complex biomolecules, the systems typi-
cally contain enough inhomogeneity that complete equilibra-
tion across all degrees of freedom is not possible over
currently achievable simulation timescales, meaning that
potential energy will tend to be released as structures relax.
This, in addition to the slow but inevitable increase of energy
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in the system because of the finite time steps taken to
propagate the dynamics, leads to an upward drift in the
system temperature as the simulation continues. Algorithms,
such as SHAKE,1 which apply constraints to a finite degree
of precision, can also add to or even dissipate the system’s
energy, leading to more temperature drift.

To run simulations on the timescales needed to model
chemical processes, a number of algorithms have been
developed to maintain a specified system temperature. These
include velocity rescaling approaches such as the Berendsen2

and Nose-Hoover3 thermostats and velocity modification
approaches such as the Andersen4 and Langevin thermostats.5

In Andersen thermocoupling, particle velocities are periodi-
cally reassigned to pseudorandom values so that the resulting
momenta follow a Maxwell distribution at the desired
temperature. In the Langevin scheme, velocities of the
particles in the simulations are modified with pseudorandom
forces as if they were undergoing stochastic collisions with
imaginary particles whose momenta follow a Maxwell
distribution at the desired temperature.

The importance of generating long, decorrelated sequences
of random numbers for accurate simulations has been
discussed before,6,7 and modern molecular dynamics codes
use algorithms8,9 that can generate sequences so long that
they would be unlikely to repeat over the course of a
simulation even if millions of particles were simulated for
trillions of time steps (for example, if a virus capsid were
simulated at atomic detail for several milliseconds).

However, modern molecular dynamics codes also offer a
large number of options for managing simulations, and it is
difficult to anticipate all the permutations of how those
options might be used. Long simulations can generate tens
of gigabytes of trajectory data and take weeks or months to
complete. For this reason, checkpoint files are nearly always
used to store the positions and velocities of atoms so that
the simulation may be broken up into small segments that
make it feasible to run on managed computing resources and
easy to recover from a machine crash. However, in several
popular molecular dynamics packages, the checkpoint files
do not contain information on the state of the random number
generator. In such cases, reuse of the same random number
generator seed causes a finite sequence of random numbers
to appear in every simulation segment. As will be shown,
these repeating sequences of random numbers can drastically
affect simulations using either Langevin or Andersen ther-
mostats if the simulation segments are short; the effects can
be subtle but significant if the segments are longer.

To help determine when this issue may produce significant
problems in typical simulations, we have quantified the
effects of repeating sequences of pseudorandom numbers in
several test systems, including two explicitly solvated
proteins, and surveyed existing codes to see which packages
are vulnerable. We also show that simply incrementing the
random number seed with each simulation segment ef-
fectively removes the artifacts.

Theory

The effects of repeating sequences of pseudorandom numbers
are straightforward to describe in the case of the Langevin

thermostat, as we show in the following formalism. We
expect that similar principles hold for the Andersen thermostat.

The Langevin thermostat maintains a desired temperature
by application of a friction force with coefficient � and a
random force Ri to all particles i to simulate random
collisions between particles in the simulation and imaginary
particles in an external bath held at temperature T. In this
framework, collisions with particle i occur at a frequency γi

γi )
�
mi

(1)

such that the central equation of motion is

ṗi ) fi - γipi +Ri (2)

For real water, γ has a value of roughly 50 ps-1. In
simulations, smaller values of 2-5 ps-1 are typically used,10

although some investigators have found that the full 50 ps-1

gives better results.11 The random force is related to γ by
eq 3

〈R(0)R(t)〉 ) 2mikbTγiδ(t) (3)

where the angular brackets denote an ensemble average, kb

is Boltzmann’s constant, and δ(t) is the Dirac delta function.
By eq 3, the components of the instantaneous random force
vector at time t follow a Gaussian distribution with zero mean
and variance 2miγikbT, henceforth denoted σ2

R.
To understand the effect of repeating random number

sequences on molecular dynamics simulations, we consider
Ψ(N), the “residual” force on a particle causesed by Langevin
collisions after N steps of simulation. Each of the three
components of Ψ can be expressed as

ΨR(N)) 〈R〉 ) 1
N∑

s)1

N

Rs (4)

where R represents x, y, or z. Ψ is an average rather than a
sum because each of the random forces is only applied during
one of the N steps. By the Central Limit Theorem,12 the
distribution of Ψ is also Gaussian with zero mean and
variance σ2

R/N. Therefore, the magnitude of each component
of the residual force on an atom after N Langevin dynamics
steps of length ∆t can be expressed as

ΨR(N))�2miγikbT

N∆t
(5)

If the same sequences of N pseudorandom forces are used
repeatedly in a Langevin dynamics simulation, each atom is
exposed to a finite number of forces and therefore a
nonvanishing residual force. Over many iterations, this is
similar to applying a constant force to each particle, in a
particular direction relative to the axes of the simulation cell,
with a magnitude given by eq 5. The expected and observed
magnitudes of residual forces for a Langevin thermostat with
collision frequency 3 ps-1 and a bath temperature of 298 K
are plotted as a function of N in Figure 1. (Observations of
the residual forces were made with a modified version of
the AMBER9 PMEMD software, available upon request.)

Although Figure 1 clearly shows significant residual forces
acting on each atom even for lengthy simulation segments,
the forces do not act in any concerted fashion (see Figure
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S1 of the Supporting Information), and so, their overall
effects must be determined by simulations. As we will show
in the Results, these residual forces quickly give rise to severe
artifacts when short simulation segments are used, but subtle
artifacts can occur with greater segment lengths, such as those
investigators might use in practice.

Methods

Proteins for molecular dynamics simulations were obtained
from the Protein Data Bank (PDB).13 All proteins were
protonated using the TLEAP module of AMBER914 and
modeled using the AMBER ff99 force field,15,16 with
improvements suggested by Simmerling et al.17 SPC/E
water18 was used for simulations in explicit solvent. The
Generalized Born (GB) model of Onufriev et al.19 combined
with the LCPO pairwise surface area approximation20 was
used for simulations in implicit solvent. The PMEMD and
SANDER modules of AMBER9 were used for simulations
in explicit and implicit solvent, respectively.

Molecular dynamics simulations in explicit solvent were
initiated by adjusting positions of added water molecules with
2000 steps of steepest-descent energy minimization, while
restraining the positions of protein atoms, then performing
similar energy minimization of the protein atoms with the
solvent held fixed, and finally running energy minimization
of the entire system with no restraints. Energy minimization
of the protein was also done prior to implicit solvent
simulations. Equilibration dynamics in all simulations were
performed at a constant temperature of 298 K using a
Langevin thermostat with a collision frequency of 3.0 ps-1

(unless otherwise stated, this temperature and collision
frequency were used in all simulations in this study). Position
restraints were initially used to limit the motion of all heavy
atoms; the restraints were gradually relaxed over a period
of 500 ps. For simulations in explicit solvent, periodic

boundary conditions were applied, and the simulation volume
was held constant until the final stages of equilibration, when
dynamics were continued in the constant-pressure ensemble.
For implicit solvent calculations, no boundary conditions
were used. The equilibration phase typically involved about
ten restarts; different random seeds were used to initialize
the pseudorandom number generator with each restart.

Force calculations for all stages of dynamics in explicit
solvent were performed with a 9.0 Å cutoff on real-space
interactions, particle-mesh Ewald electrostatics,21 and Len-
nard-Jones tail corrections. Force calculations in implicit
solvent were performed with no cutoff on real-space interac-
tions and a 25 Å cutoff on calculations of the Born radii.
The SHAKE algorithm1 was used to constrain all bonds
including hydrogen on protein atoms, and the SETTLE
algorithm22 was used to constrain the internal geometry of
explicit water molecules. A time step of 1.5 fs was used for
all production dynamics.

Results

Langevin Artifacts in Explicit Solvent. We first became
aware of the danger of repeating random number sequences
when we noticed that the apostreptavidin tetramer (PDB
accession code 1SWA) was relatively stable in explicit
solvent when dynamics were propagated at 100 000 steps
(150 ps) per segment but rapidly unfolded when dynamics
were propagated at 1000 steps per segment. A Langevin
thermostat with a collision frequency of 3 ps-1 had been
used to maintain the temperature at 298 K, and the same
random seed had been provided to initialize the pseudoran-
dom number generator (PRNG) in all cases. To quantify the
protein destabilization effect, Figure 2 shows backbone root-
mean-squared deviation (rmsd) results, taking the equilibrated
conformation of the protein as a reference, for a series of 15
ns simulations of the tetramer using different segment
lengths. When the PRNG is repeatedly initialized with the
same seed, the segment length corresponds to the parameter
N as discussed in Theory. For comparison, a nonrepeating
sequence of Langevin forces was generated by running the
same simulation with 100 000 steps per segment and
changing the PRNG seed with each restart. To demonstrate
that the protein is destabilized by repeating sequences of
Langevin forces and not some problem with restarting a
simulation from a checkpoint file, we performed a 6 ns
simulation with 1000 steps per segment, incrementing the
PRNG seed with each restart. The results in Figure S3 of
the Supporting Information show that this method also results
in stable dynamics.

The streptavidin tetramer is a dimer of dimers.23 The two
dimers are each more stable than the tetramer as a whole, as
demonstrated by the existence of dimeric streptavidin mu-
tants24 and the mechanism of tetramer stabilization by biotin
binding.25 For this reason, we tracked backbone rmsd not
just for the tetramer but also for its dimer components. As
shown in Figure 2, individual dimers maintained their
original backbone conformations better than the tetramer as
a whole under cycles of repeating sequences of Langevin
forces. rmsd for the individual monomers is not shown, but
it closely parallels the dimer rmsd.

Figure 1. Residual accelerations on atoms observed in
Langevin dynamics. Langevin forces on individual atoms were
summed over steps of a molecular dynamics run of the Trp-
Cage miniprotein using collision frequency 3 ps-1 and a bath
temperature of 298 K. Averaging the forces over N previous
steps gives a value for the residual force on that atom, a
quantity which tends to zero as 1/�N. Residual forces on each
atom were normalized by the atom’s mass to give accelera-
tions. The black line shows average residual acceleration for
all atoms; circles show the values expected from eq 5.
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If very long sequences of repeating Langevin forces
(100 000 and 1 000 000 steps per segment) are used, artifacts
are difficult to detect in simulations of only 15 ns. Before
we became aware of the problem with Langevin dynamics,
a simulation of the apostreptavidin tetramer was carried out
for 145 ns, using 100 000 and 1 000 000 step segments at
different times but with the same PRNG seed in all cases.
Backbone rmsds for monomers, dimers, and the tetramer in
this system are shown in Figure 3. At a glance, the system
appears to behave reasonably, except for the dissociation of
the tetramer at 110 ns.

The apostreptavidin tetramer is known to be highly stable,
even in concentrated urea,26 so the dissociation seen in Figure
3 and in Figure S2 of the Supporting Information is not
realistic. But because the tetramer is known to be stabilized
by biotin binding27 and because we had a 250 ns simulation
showing the biotin-liganded tetramer to be stable in solution
(data not shown), we initially believed that the dissociation
of the unliganded tetramer was qualitatively correct. How-
ever, inspection of the rmsd for portions of the trajectory
run with 1 000 000 versus 100 000 steps per segment
suggests that over a very long simulation the tetramer can
be destabilized by 100 000 step segments with identical
PRNG seeds in much the same way that shorter segments
destabilize it more quickly. Indeed, with sequences of
100 000 pseudorandom Langevin forces acting on each atom,
the residual forces described in equ 5 would have been half
as strong as those obtained with sequences of 25 000
Langevin forces, which created artifacts immediately.

To further investigate the extent of these artifacts, we
conducted 36 ns simulations of the 20-residue Trp-Cage
miniprotein in explicit solvent and subjected the system to
repeating sequences of Langevin forces in the same manner
as was done with the 500-residue apostreptavidin tetramer.

The results in Figure 2 show that Trp-Cage also unfolds
under rapidly repeating Langevin forces, but remains stable
if the Langevin thermostat is used correctly. Notably, whereas
residual forces from a repeating sequence of 25 000 Langevin
forces caused some instability in the apostreptavidin system,
residual forces of the same magnitude denatured the Trp-
Cage miniprotein. Moreover, under repeating sequences of
10 000-25 000 Langevin forces, Trp-Cage appeared to be
stable for 17-20 ns before suddenly unfolding.

Figure 2. Backbone rmsd of apostreptavidin and Trp-Cage, revealing artifacts in Langevin dynamics. Each protein was simulated
in explicit solvent at 298 K using a Langevin thermostat with a collision frequency of 3 ps-1 and simulation segments with
lengths given in the figure legend. The same random seed was used to reinitialize the pseudorandom number generator (PRNG)
at the beginning of every segment, except for the “infinite” case, in which segments of 100 000 steps were initiated with different
PRNG seeds every time.

Figure 3. Long-time scale Langevin dynamics of apostrepta-
vidin tetramer under repeating sequences of Langevin forces.
Root-mean-sqaured deviation (rmsd) of the tetramer (black
line), average dimer rmsd (orange line), and average mono-
mer rmsd (blue line) are plotted over 145 ns. The bar just
above the x-axis is solid black when 1 000 000 step segments
were used and white when 100 000 step segments were used.
The period of simulation using the longer segments shows a
slight reduction in the rmsd of the tetramer and stable RMSDs
for dimers and monomers. In contrast, all of these rmsd values
steadily increase, particularly that of the tetramer, when
segments of 100 000 steps are used. Figure S2 of the
Supporting Information illustrates the tetramer dissociation at
110 ns.
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Still, the extent of artifacts in simulations using 100 000
or 1 000 000 steps per segment remains uncertain. Because
the residual forces do not act in a concerted fashion, their
effects may be more pronounced on local features of the
protein structure. We therefore computed atomic root-mean-
squared (rms) fluctuations for backbone atoms over the final
30 ns of each simulation as shown in Figure 5. Error bars
were determined by computing rms fluctuations over four
7.5 ns subintervals and taking the standard deviation. In
explicit solvent, the computed fluctuations do not differ
greatly if the thermostat applies sequences of 100 000,
1 000 000, or an infinite number of Langevin forces.
Furthermore, there is no apparent trend in the data; atomic
fluctuations for nearly all backbone atoms increase slightly
if repeating sequences of 1 000 000 Langevin forces instead
of 100 000 are used, but they decrease again if an infinite
sequence of Langevin forces is used. The amount of sampling
in 36 ns of dynamics is rather small, however. In the next
section, we sample protein conformations over longer time
scales with a Langevin thermostat and an accelerated
dynamics method.

Langevin Artifacts in Implicit Solvent. Although a
Langevin thermostat can be used with explicitly solvated
systems, it is more commonly used to simulate stochastic

collisions with imaginary solvent particles in an implicitly
solvated system. We therefore conducted simulations of the
Trp-Cage miniprotein28 in Generalized Born (GB) solvent.
Because the system is so small (300 atoms versus 8000 for
the explicitly solvated Trp-Cage versus 40 000 for the
explicitly solvated apostreptavidin tetramer), we were able
to obtain very long (200 ns) simulations and more convergent
estimates of atomic fluctuations.

As shown in Figure 4, the Trp-Cage miniprotein explores
conformations with larger backbone rmsd relative to the
native state in GB implicit solvent as opposed to SPC/E
explicit solvent. Again, with repeating sequences of 100 000
or more Langevin forces acting on each atom, Trp-Cage is
stable, but with fewer sequences, it becomes denatured
quickly.

Atomic fluctuations for backbone C atoms obtained from
the final 180 ns of trajectories with 100 000 and 1 000 000
step segments using repeating random seeds are compared
to those obtained from a trajectory generated with constantly
changing random seeds in Figure 5. As before, error bars
were created by splitting the data into four 45 ns segments
and computing standard deviations. In implicit solvent, the
atomic fluctuations generally increase as the length of the
repeating sequence of random forces goes from 100 000 to
infinity. Because more than six times as many conformations
were used to calculate these fluctuations, the results are
somewhat more certain than those from the explicit solvent
simulations. Although the error bars look larger in the
implicit solvent case, as a fraction of the corresponding
fluctuations the error bars in implicit solvent are in fact
roughly two times smaller. While short repeating sequences
of Langevin forces acting on each atom denatured the protein,
sequences of 100 000 forces appeared to reduce its mobility
relative to much longer ones. This apparent contradiction
may be explained by looking at the backbone rmsd obtained
for shorter repeating sequences of Langevin forces, as shown
in Figure S4 of the Supporting Information. In such cases,
the rmsd may climb to very high values, but then hovers
around particular values for extended periods of time,
suggesting that the denatured conformations do not fluctuate
very much.

The atomic fluctuations only appear to diminish in the
absence of explicit solvent particles, however (see Figure

Figure 4. Backbone rmsd of the Trp-Cage miniprotein
revealing artifacts in Langevin dynamics. The Trp-Cage
miniprotein was simulated in Generalized Born solvent using
a Langevin thermostat. Simulations with different segment
lengths are plotted in different colors following the legend in
Figure 2. Simulations with 1000 and 10 000 steps per segment
unfolded within 2 ns and, so, are not visible on the plot.

Figure 5. Atomic fluctuations of Trp-Cage backbone atoms in two solvent environments. The numbering of atoms on the x-axis
proceeds as (residue 1) N, CA, C, (residue 2) N, CA, C,..., (residue 20) N, CA, C. Fluctuations for simulations with sequences
of 105, 106, and an infinite number of Langevin forces are shown as the blue, orange, and black lines, respectively. Error bars
are given in the same colors as partially transparent regions surrounding each line. Simulations in explicit solvent were run for
36 ns, and simulations in implicit solvent were run for 200 ns. Note that the y-axis has a different scale in each panel.
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S5, Supporting Information). When solvent is represented
explicitly, denatured protein structures tend to fluctuate more
even after the native conformation is lost. This dichotomy
likely arises as the individual water molecules can migrate
to different regions of the protein even if subjected to
repeating sequences of Langevin forces. (Indeed, as will be
discussed later in the Results, if the sequences are very short,
the water molecules are all being propelled in particular
directions and the polypeptides are literally showered with
rapidly moving water molecules.) These solvent interactions
impart instability on the polypeptide motion, increasing the
atomic fluctuations, whereas in implicit solvent the polypep-
tide moves only according to the Langevin forces acting on
its own atoms and thereby becomes trapped in a particular
conformation.

The dissociation of the apostreptavidin tetramer over very
long simulations in explicit solvent and reduced atomic
fluctuations of the Trp-Cage miniprotein in implicit solvent
give indications that simulations run with repeating sequences
of 100 000 Langevin forces are not safe from artifacts.
However, different PRNG seeds will create unique repeating
sequences of Langevin forces that will affect the system in
different ways, whereas our results thus far have shown the
effects of only one sequence of a given length on each system
tested. To precisely quantify the microscopic effects of
residual forces as a function of the simulation segment length,
we needed to be able to thoroughly sample the entire
conformational space of a system and run many simulations
with different sequences of Langevin forces.

For this purpose, we chose to study the seryl-serine peptide
in implicit solvent. Because the serine side-chain is so small,

residual forces acting on it will not be averaged over many
atoms, and therefore, its �1 angle should be very prone to
reorientation due to these forces. Eight independent simula-
tions of 1 µs were done using segments of 25 000, 100 000,
and 1 000 000 steps with repeating random seeds, as well
as segments of 100 000 steps with changing random seeds.
Distributions of �1 angles for each serine side-chain, as well
as three backbone dihedral angles, are shown in Figure 6.
While nonrepeating sequences of Langevin forces consis-
tently generate the same distribution for each of the dihedral
angles, unique repeating sequences of Langevin forces each
impart their own bias on the system, causing the distribution
of dihedral angles to converge differently in each case. As
expected, the distortions grow larger as the simulation
segment length decreases.

The thoroughness of equilibrium sampling in the seryl-
serine system permitted direct calculation of transition free
energies, ∆G, by comparing the probability of finding each
of the five dihedral angles at two values ν and η in the
unbiased ensemble (the trajectory computed with a nonre-
peating sequence of Langevin forces). We also computed
changes in the transition free energies, ∆∆G, between the
unbiased ensemble and each of the biased ensembles
generated with finite sequences of Langevin forces. These
quantities are defined mathematically as

∆G)RT ln(P(ν)
P(η)) (6)

∆∆G)RT[ln(P(ν, biased)
P(η, biased))- ln(P(ν, unbiased)

P(η, unbiased))] (7)

In the above equations, T represents the temperature (298

Figure 6. Distributions of five dihedral angles in the seryl-serine system under finite sequences of Langevin forces. Eight
independent trajectories of the seryl-serine system were computed with 25 000 (green lines), 100 000 (yellow lines), 1 000 000
(red lines), and an infinite sequence of Langevin forces (black lines) acting on each atom. The distributions above are normalized
by the expected population of each dihedral angle value if the potential energy surface were completely flat. The distributions
obtained for infinite sequences of Langevin forces are mutually convergent, demonstrating the thoroughness of the sampling
from these 1000 ns simulations. However, finite sequences of Langevin forces tend to perturb the distributions. These perturbations
are quantified in terms of transition free energies in Table 1.
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K), and R represents the gas constant. Results from this
analysis are given in Table 1. The table only reports average
values of ∆∆G, but individual cases showed changes in the
transition free energies in excess of 1 kcal/mol for some of
the biased ensembles obtained with 100 000 steps per
segment. Contrary to our expectations, the largest ∆∆G
values were obtained in the backbone φ angle of the second
residue; residual forces on many atoms exert torques about
this dihedral, yet the distortion resulting from an average of
all these torques remains large. Although the distributions
of each dihedral angle in the unbiased ensemble may not be
totally accurate, the computed values of ∆G and ∆∆G
provide precise measurements of the degree to which
simulations using finite sequences of Langevin forces are
biased, as well as the degree of bias present in short
simulations (40 ps to 1.5 ns) using Langevin dynamics.

Severity of Artifacts As a Function of the Langevin
Collision Frequency. As was predicted in Theory and shown
in the preceding results, the severity of artifacts from the
Langevin thermostat diminishes as the length of the repeating
seqeunce of pseudorandom forces grows. However, by eq
5, the magnitude of residual forces and thus the severity of
artifacts is also proportional to the square root of the collision
frequency γi, and different values of this parameter have been
used in the past.10,11 We therefore repeated some of the
simulations of Trp-Cage in implicit solvent with γi set to 50
ps-1 rather than 3 ps-1. By eq 5, we would expect the higher
collision frequency to increase the average residual force on
each atom roughly by a factor of 4. With a collision
frequency of 3 ps-1, a segment length of 6000 steps would
be needed to obtain residual forces of comparable magnitude
(this was verified with the modified AMBER9 PMEMD code
used to generate Figure 1).

The results in Figure 7 confirm that, even with relatively
long 100 000 step segments, the 50 ps-1 Langevin collision
frequency can generate a striking artifact when combined
with repeating sequences of pseudorandom forces. As
indicated by the system’s convergent backbone rmsd, the
Trp-Cage miniprotein is driven to a very small set of
structures under these conditions. Examination of the check-
point files from each segment of the simulation shows that,
within 12 ns, the coordinates and velocities are converged
to 1.0 × 10-7 Å and 1.0 × 10-7 Å ps-1, respectively, and
the trajectory segments are identical thereafter. Although it
was surprising to obtain periodic behavior over such long
(150 ps) intervals in such a complex system, we also
observed periodic behavior for 50 000 step segments and

200 000 step segments (data not shown). Periodicity was not
observed in the trajectory if the random seed was changed
with each restart (see Figure 7) or if a collision frequency
of 3 ps-1 was used (see Figure 4).

These observations led us to consider the possibility that
the periodic behavior observed with strong thermocoupling
was related to the protein unfolding seen in previous sections.
If so, the fact that the strongly thermocoupled Trp-Cage
system run in long segments did not unfold to the same extent
as the weakly thermocoupled Trp-Cage system run in short
segments (see Figure 4) needed further investigation. We
emphasize that, as discussed in the preceding Langevin
Artifacts in Implicit Solvent section, different repeating
sequences of Langevin forces may drive the system into
different conformations, and it is conceivable that occasion-
ally these conformations would fall close to the native state.
We therefore ran three additional simulations with 100 000
steps per segment, repeating random seeds, and a collision
frequency of 50 ps-1. All trajectories eventually became
periodic, but the time to obtain this behavior varied for each
different sequence of Langevin forces (see Figure S6 of the
Supporting Information), and the length of the period was
five simulation segments, rather than just one, in one of the
cases. Although each periodic trajectory displayed a different
level of backbone rmsd relative to the native state, all of the
backbone RMSDs were much lower than the backbone

Table 1. Free Energies for Transitions between Two Values, ν and η, of Various Dihedral Angles in the Seryl-Serine
Systema

dihedral angle ν (deg) η (deg) 〈∆G〉 〈 |∆∆G|〉 (2.5 × 104) 〈 |∆∆G|〉 (105) 〈 |∆∆G|〉 (106)

residue 1, �1 -123 -76 -2.07 ( 0.01 0.37 ( 0.25 0.28 ( 0.18 0.10 ( 0.07
residue 2, �2 120 -120 -1.42 ( 0.02 0.31 ( 0.16 0.32 ( 0.17 0.07 ( 0.07
residue 1, ψ 107 -29 1.72 ( 0.04 0.47 ( 0.31 0.20 ( 0.11 0.14 ( 0.14
residue 2, φ 43 105 -0.04 ( 0.01 0.11 ( 0.09 0.08 ( 0.08 0.03 ( 0.02
residue 2, φ 105 231 -1.27 ( 0.05 0.77 ( 0.50 0.70 ( 0.50 0.20 ( 0.11
residue 2, φ 43 231 -1.31 ( 0.06 0.74 ( 0.48 0.69 ( 0.52 0.21 ( 0.12

a The chosen values of ν and η correspond to relative maxima indentified in the unbiased ensemble (see Figure 6) generated with an
infinite sequence of Langevin forces. ∆G values, reported with standard deviations in kcal/mol, refer to the transition free energy for the
unbiased ensemble (see eq 6); angular brackets 〈〉 refer to averages from eight independent trajectories. Similarly, |∆∆G| values refer to
absolute changes in the transition free energy if a finite sequence of Langevin forces (of length specified in parentheses) is used (see eq 7).

Figure 7. Backbone rmsd of the Trp-Cage miniprotein during
Langevin dynamics with strong thermocoupling. When each
segment is initiated with the same random seed (dashed line),
the repeating sequence of 100 000 Langevin forces drives
the protein into a periodic trajectory (see Results, Severity of
Artifacts As a Function of the Langevin Collision Frequency
section). No such behavior is seen if an infinite sequence of
Langevin forces is used instead (solid line).
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RMSDs eventually seen in similar runs with repeating
sequences of 10 000-25 000 Langevin forces (see Figure
4).

In summary, a Langevin thermostat with a collision
frequency of 50 ps-1 drove the Trp-cage miniprotein into
periodic trajectories 100 000-500 000 steps long. Under such
strong thermocoupling, repeating sequences of Langevin
forces did not denature the system to the extent seen before,
but a periodic trajectory does represent an extreme restriction
of the protein’s conformational space.

Artifacts in a Simulation of Pure Water. With an
explicitly solvated protein system, the motions of atoms in
the protein are tightly coupled, but the motions of solvent
particles are not. In the previous section, we tested the effects
of repeating sequences of Langevin forces if the system
contains only the tightly coupled degrees of freedom;
conversely, we can look for artifacts in the thermodynamic
properties of a system containing many small, unconnected
particles.

Multiple 6 ns simulations of a box of 512 SPC/E water
molecules were conducted at 1 atm pressure and 298 K using
a Langevin thermostat (collision frequency 3 ps-1). Constant
random seeds were used to restart the simulations in segments
ranging from 250-16 000 steps, and four independent
simulations were conducted using unique random seeds for
each segment length. As shown in Figure 8, the density, heat
of vaporization, and heat capacity of SPC/E water all change
noticeably for segments with fewer than 4000 steps. In such
simulations, one cannot obtain a convergent value of the
diffusion coefficient because every water molecule suffers
a net displacement along a particular direction during each
segment. However, compared to the artifacts observed in
solvated proteins, the density, heat of vaporization, and heat
capacity of water are not very sensitive to Langevin artifacts.

Artifacts Created by Repeating Random Number
Sequences with the Andersen Thermostat. Although we
did not provide a formal description of the way repeating
sequences of velocity reassignments could create artifacts if
the system temperature is maintained by an Andersen
thermostat, we expected that this would have similar effects
to applying repeating sequences of forces. An array of 15
ns simulations was carried out for the apostreptavidin
tetramer with the same repeating random seeds and segment
lengths as in the case of the Langevin thermostat. Results
are shown in Figure 9. As before, the use of the Andersen
thermostat with a repeating PRNG seed destabilized the
tetramer, indicating that the Andersen thermostat can create
artifacts in much the same manner as the Langevin thermostat.

Although the severity of the artifacts appear to be smaller
in terms of backbone rmsd than the artifacts created by
Langevin dynamics with similar segment lengths, we stress
that the strength of thermocoupling in each thermostat is
determined differently and that this can also influence the
severity of artifacts (see Severity of Artifacts As a Function
of the Langevin Collision Frequency section). We did not
try to match the degree of thermocoupling in the Andersen

dynamics simulations with that used in our other explicit
solvent simulations.

Discussion

Common Features of Artifacts Resulting from Repeat-
ing Random Number Sequences. In the Results, we
identified a number of abnormal behaviors that can be
observed in systems run with repeating sequences of Lan-
gevin forces. Most of the backbone root-mean-squared
deviation (rmsd) artifacts can be explained as consequences
of residual forces, which decay slowly as a function of the
length of the sequence of Langevin forces as shown in Figure
1. Together, these residual forces do not act in any concerted
fashion, but individually they do act in a particular direction
relative to the coordinate axes of the simulation box. Each
atom of the protein is therefore forced in a unique random

Figure 8. Thermodynamic properties of a box of 512 SPC/E
water molecules revealing Langevin artifacts. Formulas for the
density (F), heat of vaporization (∆Hvap), and heat capacity
(Cp) can be found in work by Jorgensen and Jenson43 (note
that the polarization energy correction18 is invoked in comput-
ing ∆Hvap). Solid black lines extending from the right border
indicate the values of each quantity if a nonrepeating se-
quence of Langevin forces is used; dashed lines indicate
experimental results for water at 298 K. Error bars are
obtained from four indpendent simulations.
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direction, and the protein becomes distorted until the forces
on each atom are counterbalanced by gradients of the
system’s potential energy function. Weak residual forces,
such as those encountered with 100 000 steps and a collision
frequency of 3 ps-1, appear to be enough to break apart
globular domains along their weak interfaces (see Figure S2,
Supporting Information), but stronger residual forces can
denature the domains themselves (see Figures 2 and 4),
regardless of the type of solvent used. Similar artifacts
obtained with the Andersen thermostat (see Figure 9) are
likely the products of “residual momenta.”

Initially, it would seem that the relative positions of larger
groups of atoms would be less prone to artifacts than smaller
groups of atoms because the residual forces acting on
individual atoms would be averaged such that the net force
pulling two groups of atoms apart would be small. However,
the larger ∆∆G values observed for the backbone φ angle
in Figure 6 and the separation of the apostreptavidin tetramer
seen in Figure 3 do not support this reasoning. Instead,
because each atom of a rigid molecular structure has a
different moment arm about some center of rotation, the
residual forces on just a few atoms could be amplified,
creating the large ∆∆G values between populations of certain
dihedral angles and the hinge-bending motion of the apos-
treptavidin tetramer dissociation (see Figure S2 of the
Supporting Information).

In the Theory section, we stated that repeatedly applying
a finite sequence of pseudorandom forces to an atom was
similar to applying a constant net force on that atom.
However, a more precise description is needed to explain
the periodicity of trajectories observed in Results, Severity
of Artifacts As a Function of the Langevin Collision
Frequency section, and the differences in atomic fluctuations
observed in Results, Langevin Artifacts in Implicit Solvent
section. Separate trajectories initiated from distinct confor-
mations of a system have been observed to synchronize if
identical sequences of pseudorandom noise are used to
propagate Langevin dynamics.29 This synchronization occurs
after the trajectories remain uncorrelated for some amount

of time, the length of which depends on the strength of the
pseudorandom noise. In the examples given throughout the
Results, the checkpoint files written at the end of each
segment of a simulation provide distinct conformations of
the system, and the collision frequency tunes the strength of
the noise. In the Results, Severity of Artifacts As a Function
of the Langevin Collision Frequency section, the 100 000-
step segments of the trajectory become synchronized as
identical sequences of strong pseudorandom noise are
repeatedly applied. This offers an explanation of how
synchronization of successive trajectory segments could
occur in as little as 12 ns with γ set to 50 ps-1 but not in
200 ns if γ is set to 3 ps-1.

An earlier work by Fahy and Hamann30 performed similar
calculations on small systems driven with a rudimentary
Andersen-like thermostat. In this work, they noted the
existence of a critical length of time between velocity
reassignments, τc, such that reassigning velocities more
frequently resulted in synchronization of the trajectories and
reassigning them less frequently resulted in indefinite chaotic
behavior. Noting that τc corresponds to the strength of
thermocoupling in the Anderson thermostat, we can hypoth-
esize that there exists some critical strength of thermocou-
pling in the Langevin thermostat above which synchroniza-
tion of trajectories is guaranteed and below which chaotic
behavior will be observed. This is consistent with our results,
and knowledge of the value of τc or equivalent γc could help
investigators make better choices about how to maintain the
temperature of a simulation. However, more studies would
be necessary to estimate these critical thresholds for different
system sizes and topologies.

On the basis of the above observations, we may extend
our description of the artifacts created by repeating sequences
of Langevin forces or Andersen velocity reassignments in
molecular dynamics simulations and state it loosely as
follows: Thermostats operating with repeating finite se-
quences of random noise will cause incoherent perturbations
in a system’s potential energy surface, the strength of the
perturbations being inVersely proportional to the square root
of the length of the noise sequence and directly proportional
to the square root of the strength of the noise itself. The
incoherent distortions tend to reduce the conformational
space aVailable to the system; in the limit of strong noise,
the system may be driVen into periodic trajectories according
to the unique sequence of noise applied.

Unfortunately, the artifacts caused by repeating sequences
of Langevin forces or Andersen velocity reassignments seem
to be very extensive because of the way the residual forces
scale with the sequence length. Many published simulations
could potentially have been affected; the results in this study
show that, over very long simulations, some observables such
as atomic fluctuations in implicit solvent display artifacts if
a finite sequence of even 1 000 000 Langevin forces is used
to control the temperature. Artifacts in backbone rmsd
measurements may be detectable if a repeating sequence of
100 000 Langevin forces is used. With sequences of fewer
than 100 000 Langevin forces, the artifacts may take tens of
nanoseconds to appear, but they are often dramatic. We
would like to offer a general statement such as “simulations

Figure 9. Backbone rmsd of the apostreptavidin tetramer
revealing artifacts in Andersen dynamics. The apostreptavidin
tetramer was simulated in explicit solvent with repeating
sequences of Andersen velocity reassignments. The legend
in Figure 2 indicates the length of segments in each simula-
tion; velocity reassignment occurred every 1000 steps (e.g.,
the red line presents backbone rmsd of the tetramer when all
atoms are reassigned to the same set of velocities every 1000
steps).
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performed with sequences of 1 000 000 or more Langevin
forces and a weak thermocoupling of 3 ps-1 or less are safe
from artifacts,” but certain analyses other than those pre-
sented in this study may be more sensitive to thermostat
artifacts.

Survey of Current Molecular Dynamics Packages
with Respect to Random Number Generation. The
potential for artificially distorting a biomolecule by incorrect
use of the Langevin or Andersen thermostats represents a
serious problem for molecular simulations. This prompted
us to make a brief survey of existing molecular dynamics
packages to see which implementations could allow users
to unwittingly perturb their systems with repeating sequences
of pseudorandom numbers. The most robust protection
against the artifacts identified in the Results is to pass the
state of the random number generator through the molecular
dynamics checkpoint files and, by default, to override user-
specified random seeds when restarting a molecular dynamics
calculation. In this manner, the pseudorandom number
generator (PRNG) would produce a single sequence for the
entire simulation.

As stated in the results, we discovered this problem while
running Langevin dynamics with the AMBER9 software
package.14 By default, both of its simulation modules use a
random seed of 71277, and users may specify other values.
The state of the PRNG is not passed via the checkpoint file,
however, so Langevin and Andersen dynamics simulations
are prone to artifacts unless the user specifically requests
that the random seed be set using the clock time, changes
the random seed with a script running outside of the AMBER
software, or performs simulations in very long segments.
Similarly, the GROMACS (version 3.*)31-34 software runs
with a default random seed of 1993 and does not pass the
state of the PRNG through its checkpoint files, but users may
request that the seed be set using the clock time. Tests with
the GROMACS software presented in the Supporting
Information confirm that artifacts can be generated in the
same manner as was shown for the AMBER code throughout
the Results. Robust protection against random number
artifacts will be implemented in future versions of both
AMBER and GROMACS.

In the DL_POLY package (version 3),35 the random seed
is set at compile time, although if segments of a Langevin
or stochastic dynamics simulation are run in parallel on a
varying number of processors, different series of pseudo-
random numbers will be generated.

The NAMD code36 is highly resistant to Langevin artifacts
because of the manner in which it generates random numbers.
By default, the PRNG seed is set by the clock time, although
users may set it to a specific value. The state of the PRNG
is not passed through the checkpoint file, but some unique
aspects of the NAMD code offer added protection against
random number artifacts (see the Supporting Information).
These aspects of the code make it very difficult to obtain
such artifacts with NAMD.

The CHARMM37 and DESMOND38 packages both imple-
ment the robust solution by passing the state of the PRNG
through simulation checkpoint files and, so, can be consid-
ered safe from the artifacts identified in this study.

Future Directions: Thermostats for Molecular Dynam-
ics Calculations. We have shown that, if used correctly, the
Langevin thermostat produces stable dynamics for explicitly
solvated proteins over tens of nanoseconds. Other studies39

have reported stable dynamics for tens to hundreds of
nanoseconds using the Berendsen “weak-coupling” approach
to temperature regulation. However, the results in Figure 1
suggest that a sufficiently large number of random forces
(or, by extension, velocity reassignments) must be applied
to each atom to ensure that a thermostat based on random
numbers has not applied significant net forces or momenta
to the individual atoms of the system. Furthermore, data in
Results, Severity of Artifacts As a Function of the Langevin
Collision Frequency section, corroborate the findings of
Ciesla and co-workers,29 suggesting that separate trajectories
of large molecular systems can become synchronized if both
simulations are run with the same sequence of Langevin
forces, even if that sequence is infinite. Investigators should
therefore carefully consider the manner in which their
thermostat functions, beyond simple qualifications such as
stable dynamics.

All molecular dynamics thermostats attempt to simulate
coupling of the system to an external bath at the desired
temperature, but none of the methods are entirely physically
meaningful. In reality, “heating” and “cooling” refer to the
equilibration of the momenta of particles in two systems
brought into contact with one another. In common biomo-
lecular simulations with explicit solvent, the solvent is
typically an accessory, while the analysis focuses on the
biomolecule itself. It may therefore be desirable to modify
existing thermocoupling schemes to regulate only the tem-
perature of the solvent, or perhaps only the temperature of
solvent particles further than some minimum distance from
the biomolecule. This method, similar in spirit to stochastic
dynamics,40,41 would regulate the temperature of the bio-
molecule indirectly, hopefully causing very little perturbation
to its dynamics. Other modifications of simple thermostats42

should also be considered.
The goal of this study was to expose a serious problem

associated with the use of Langevin and Andersen thermo-
stats in molecular simulations and to present in detail possible
artifacts that might arise. However, the results from simula-
tions with strong thermocoupling raise questions about the
way thermostats affect the dynamical properties of biomo-
lecular models, and whether it would be helpful to modify
current thermocoupling schemes as increasing computational
resources make it possible to study kinetic properties of
events such as protein folding or ligand binding through
simulations.
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Supporting Information Available: Illustration of
residual Langevin forces, illustration of the dissociation of
the apostreptavidin tetramer, demonstration that rapidly
restarting simulations with a changing pseudorandom number
generator (PRNG) seed permits stable dynamics, clarification
of the fact that Langevin artifacts tend to lead to higher
protein backbone rmsd relative to the native state but lower
atomic fluctuations thereafter, further demonstration of
periodic trajectories obtained with PRNG artifacts and strong
thermocoupling, and illustrations of Langevin dynamics
artifacts in simulations performed with the GROMACS and
NAMD codes. This material is available free of charge via
the Internet at http://pubs.acs.org.
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Abstract: To study donor-acceptor complexes containing fluoroalkyl and -aryl substituents
on the acceptors, ONIOM methods for optimizing large complexes and determining single point
energies were tested. A two-layer ONIOM optimization procedure utilizing the MPW1K model
followed by single point calculations using the composite three-layer ONIOM G2R3 method
proved acceptable. The optimization model predicts M-X bond distances well when compared
to experiment and shows that the distances increase discontinuously with the bulk of the
phosphine. Unexpectedly, (RF)3B-XR3 and (RF)3Al-XR3 bond dissociation energies (∆EDA) are
comparable for several R substituents. For RF ) CF3, both are predicted to exhibit M-X ∆EDA

values in the range 55-80 kcal mol-1, exceptionally strong for dative bond energies. For RF )
C6F5, the ∆EDA values are predicted to lie in the range 30-45 kcal mol-1. (F5C6)3BP(t-Bu)3,
which does not contain a B-P bond, is predicted to display ∆EDA ) 19 kcal mol-1. The ∆EDA

energies do not change smoothly as the steric bulk of the phosphine increases. However, intrinsic
∆EDA energies ∆Eint show a regular increase as the donor ability of the phosphine increases,
confirming that the reorganization energy of the individual moieties contributes sizably to the
overall ∆EDA. The data indicate that PPh3 is approximately equivalent to PMe3 as a donor in
terms of ∆Eint.

Introduction

Main group Lewis acid-base complexes remain of interest
as archetypal tests of bonding theories but have recently
gained new emphasis owing to Stephan’s recent report1 of
the heterolytic cleavage of H2 by the “frustrated Lewis pairs”2

(FLPs) (F5C6)3BPR3 (R ) t-Bu, mesityl) and Ph3BP(t-Bu)3.
The steric bulk of the substituents provides the key to this
reactivity, apparently by prohibiting formation of strong B-P
bonds. The fluorines in the former complexes also seem to
play a role, as computational studies suggest that (F5C6)3BP(t-
Bu)3 is held together to some extent by intramolecular F...H
interactions across the BP core.3 Such effects have been
observed experimentally and studied computationally for a
range of (F5C6)3M-XR3 systems (M ) B, Al; X ) N, P).4-6

It is plausible that interactions between the arene π clouds
and the t-Bu hydrogens act similarly in Ph3BP(t-Bu)3.

Despite these extensive studies, in general the factors that
determine M-X bond dissociation energies (∆EDA) in these
and related fluorinated systems have not been systematically
examined. Indeed, ∆EDA values and trends have been
examined only sparsely.3,4 We are particularly interested in
determining ∆EDA values and trends for complexes where
(F3C)3M acts as the acceptor, as experiments suggest
(F3C)3B-NR3 complexes exhibit exceptionally strong B-N
bonds.7 For example, (CF3)3B-NH(CH3)2 forms through
treatment of [(CF3)3B-N(CH3)2]- with excess concentrated
HCl;8 (CF3)3B-NH(CH2CH3)2 converts to (CF3)3B-NH3 upon
treatment with excess KOH/Br2/H2O.9 Structural and com-
putational studies10 show that the substituents on B and N
adopt conformations intermediate between staggered and* Corresponding author e-mail: tgilbert@niu.edu.
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eclipsed, suggesting that intramolecular F...H interactions are
less important than in the pentafluorophenyl analogues.

We published model tests on bond dissociation energies
of alkyl- and fluoroalkyl borane amine complexes,10 showing
that the MP2 model gave results closest to experiment and
that DFT models other than the MPW1K approach generally
performed poorly. In accord with the experiments noted
above, we predicted ∆EDA ) 68 kcal mol-1 for (CF3)3B-
NMe3, an exceptionally large value for a dative bond by any
measure and almost four times the value for Me3B-NMe3.
This, combined with the steric effects noted above, motivated
us to examine the structures and dissociation energies for
fluorinated borane acceptor-donor complexes where the
donor bulk was increased systematically. From a computa-
tional chemistry standpoint, we felt that the MP2 model is
too resource-intensive to apply to molecules as large as
(F5C6)3BP(t-Bu)3, so we wanted to examine ONIOM-based
approaches that would allow study of such complexes. We
report here a variety of tests leading to ONIOM G2R3-based
∆EDA values for the series (RF)3M-XR′3 (RF ) F3C, F5C6;
M ) B, Al; X ) N, P; R ) Me, Et, i-Pr, t-Bu, Ph). Our
testing efforts suggest that the values predicted are likely to
be acceptably accurate. The data provide a means of
quantifying the effect of steric bulk and of the Lewis acidity
of the tris(fluoroalkyl)borane moieties on these donor-acceptor
systems and point to candidates for experimental study.

Computational Methods and Tests

All calculations were performed with the Gaussian 98 (G98)
suite of programs.11 As the molecules studied are far too
large to study with our computational resources, we followed
the approach suggested by Vreven and Morokuma for study
of ∆EDA of Ph3C-CPh3.12 This involves the usual methodol-
ogy of a composite method, such as the Gn models:13

optimize to an acceptably accurate structure and then use
this for vibrational/temperature corrections and for single
point energy calculations using perturbation theory models
of increasing sophistication and increasingly large basis sets.

Vreven and Morokuma’s contribution showed that ONIOM
methods could be used to provide both an acceptable
structure and the single point energies. Their three-layer
ONIOM G2R approach for the single point energies, based
on two-layer ONIOM B3LYP optimized structures, gave
∆ECC within 1 kcal mol-1 of the experimental value for
Ph3C-CH3 and suggested the quite reasonable value of ∆ECC

) 16 kcal mol-1 for Ph3C-CPh3.

As this method has not been broadly applied yet, and as
our systems involve breaking dative bonds rather than
homolytic ones, we felt it necessary to test it against datively
bound systems. Testing required determining the effects of
three variables. The model and basis set size affect only the
optimization part of the method; the ONIOM layer space
affects both the optimization and the single point calculations.
Thus both structural parameters and ∆EDA values were
examined as test indicators. The complexes (F5C6)3B-PMe3

and (F3C)3Al-PPh3 were selected for testing. These are
representative of the spectrum of complexes we wished to
examine because they (a) have fluorinated substituents on
the acceptor moieties, (b) have the two group 13 atoms, and
(c) have phenyl rings either on the donor or acceptor, which
provide the most challenging part of using the ONIOM
approach (see below).

The structures of the two complexes were optimized
without constraints using a two level ONIOM approach,
either the (MPW1K/various basis sets: MPW1K/3-21G)
combination or the (MP2/various basis sets:HF/3-21G)
combination (Table 1). The MP214 perturbation theory model
was used as coded in G98, while the MPW1K model was
generated using IOp keywords.15 We selected the DFT
MPW1K model, rather than the B3LYP model used by
Vreven and Morokuma,12 since we showed previously that
it outperforms B3LYP significantly for both optimizations
and energies of donor-acceptor complexes, particularly those
where the donor and acceptor are trialkyl substituted.10

Moreover, since the MPW1K model was designed to model
transition state energies, it is plausible that it models weakly

Table 1. M-X Bond Distances (Å) and ∆EDA(raw)17 Values (kcal mol-1) Using Different Models, Basis Sets, and ONIOM
Layer Sizes (OLS)

model basis set OLS distance ∆EDA(raw)

(F5C6)3BPMe3 MP2 6-311++G(d,p) 1 2.046 34
MP2 6-31+G(d) 1 2.052 31
MPW1K 6-311++G(d,p) 1 2.022 38
MPW1K 6-31+G(d) 1 2.026 38
MPW1K 6311++G(d,p) 2 2.066 28
MPW1K 631+G(d) 2 2.068 26
MPW1K 6311++G(d,p) 3 2.069 28
MPW1K 6311+G(d) 3 2.069 28
MPW1K 631+G(d,p) 3 2.072 26
MPW1K 6-31+G(d) 3 2.072 26

(F3C)3AlPPh3 MP2 6-311++G(d,p) 1 2.401 59
MP2 6-31+G(d) 1 2.403 59
MPW1K 6-311++G(d,p) 1 2.380 62
MPW1K 631+G(d) 1 2.382 63
MPW1K 6311++G(d,p) 2 2.444 51
MPW1K 6-311+G(d) 2 2.444 51
MPW1K 6-31+G(d,p) 2 2.443 51
MPW1K 6-31+G(d) 2 2.443 51
MPW1K 6-311+G(d) 3 2.461 46
MPW1K 6-31+G(d) 3 2.462 45
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bound transition state structures well. This could prove
important in modeling the structures of weakly bound
donor-acceptor complexes. In many cases, the optimization
procedure did not readily minimize the four parameters G98
uses to determine structural convergence. This problem has
been noted previously16 and is apparently more common
when DFT methods are employed in the ONIOM approach.12

We halted the optimization in such cases when 20 consecu-
tive steps failed to change the predicted energy by more than
1 kcal mol-1. Usually this corresponded to a point where
the forces had converged but the displacements had not.

Selection of a proper layer size is a key aspect of using
ONIOM. For optimizations of (F5C6)3B-PMe3 and (F3C)3Al-
PPh3, the Group 13/15 core atoms and the carbon atoms
bound to them were always placed in the high layer; the
fluorine atoms of trifluoromethyl substituents were placed
there as well. Hydrogens of methyl groups were always
placed in the low layer. Following Vreven and Morokuma,12a

we examined three options for the layering of atoms of
phenyl/pentafluorophenyl rings, shown in Figure 1. One can
view these as the “hydrogen” level (OLS 1), the “vinyl” level
(OLS 2), and the “2-butadienyl” level (OLS 3), respectively.
Specifically, in OLS 1, only the core group 13/15 atoms are
placed in the high level; all other atoms are added to the
low level. In OLS 2, the core atoms are joined in the high
layer by the phenyl ipso carbons, the phenyl ortho carbons
that are oriented over the donor-acceptor axis, and the
fluorines or hydrogens attached to these carbons. These
selections were made so that the fluorines/hydrogens most
likely to participate in intramolecular interactions (because
they point toward the other half of the complex) were treated
in the most extensive way available. The OLS 3 layering
system works similarly save that both phenyl ortho carbons
and one meta carbon, with their associated substituent atoms,
are placed in the high layer. OLS 1 is the least complete but
sufficiently small so that one can employ the MP2/
6-311++G(d,p) model chemistry on the high level (Table
1); OLS 3 is the most complete but quite resource-intensive
for C6F5 rings, even with the DFT model and the relatively
small 6-31+G(d) basis set.

On the basis of internal consistency, the data for (F5C6)3B-
PMe3 and (F3C)3Al-PPh3 suggest that the OLS 1 approach
performs poorly for structure and ∆EDA prediction (Table
1).17 The B-P and Al-P distances are 0.4-0.8 Å shorter,
and the donor and acceptor are overbound by 8-10 kcal
mol-1, as compared with values predicted using more
expansive layer sizes. Moreover, this approach leaves the
fluorine atoms in the low layer. We felt it likely that studying
intramolecular F...H interactions correctly would require
having the fluorine atoms that are oriented over the
donor-acceptor axis in the high layer (which holds for OLS

2 and 3). Thus, we excluded the OLS 1 model for further
calculations. This necessitated excluding the ONIOM MP2:
HF combination as well, as this pairing is too resource-
intensive to employ at the OLS 2 level. We discarded the
OLS 3 model for the opposite reason: using it provides no
significant improvement either in the bond distances or ∆EDA

values over the OLS 2 approach.
Similarly, the data in Table 1 show that using large basis

sets such as 6-311++G(d,p) or 6-311+G(d) in the high
level may provide slightly more accurate structures than the
smaller 6-31+G(d) basis set but does not predict signifi-
cantly different ∆EDA values. We therefore performed all
subsequent optimizations using the ONIOM (OLS 2)
(MPW1K/6-31+G(d):MPW1K/3-21G) approach. In ad-
dition to the layering choices already described, we opted
to model alkyl substituents larger than methyl as methyl
groups. For example, for t-Bu, the tertiary carbon atom only
was placed in the high layer, while the primary carbons and
hydrogens were placed in the low layer.

Having selected an ONIOM optimization method, we
adopted Vreven and Morokuma’s12 three-layer ONIOM G2R
approach (hereafter called OG2R3) for final single point
energy calculations. The OG2R3 composite approximates a
CCSD(T)/6-311+G(2df,2p) calculation using fifteen sepa-
rate energy determinations (several of which are duplicates)
to determine a final molecular energy; however, all are of
sizes that are compatible with typical computational resources
and require only a few hours maximum per calculation. The
overall OG2R3 energy is calculated as ∆EDA (OG2R3) )
∆ECCSD(T) + ∆EMP2large - ∆EMP2small, where ∆ECCSD(T) is the
energy from a three-layer ONIOM calculation symbolized
as ONIOM(CCSD(T)/6-31G(d):MP2/6-31G(d):B3LYP/
3-21G), ∆EMP2large is the energy from a three-layer ONIOM
calculation symbolized as ONIOM(MP2/6-311+G(2df,2p):
MP2/6-31G(d):B3LYP/3-21G), and ∆EMP2small is the en-
ergy from a three-layer ONIOM calculation symbolized as
ONIOM(MP2/6-31G(d):MP2/6-31G(d):B3LYP/3-21G).
For each component energy determination, the high layer
was restricted, as per Vreven and Morokuma,12a to the two
core Group 13/15 atoms. Since our resources allowed it, we
chose an OLS 3 medium layer rather than Vreven and
Morokuma’s suggestion of OLS 2; the low layer encom-
passed the entire complex.

To determine the utility of the OG2R3 approach, we
needed standards to compare to. As a first step, we
determined the OG2R3 energies of the complexes HxMe3-

xB-NHxMe3-x (first seven entries in Table 2), as experimental
dissociation enthalpies are available for them.10,18 It should
be noted that optimizations were performed without resorting
to ONIOM procedures; for the OG2R3 energies, the boron
and nitrogen atoms were set in the high layer, carbon or
hydrogen atoms bound to these were added to form the
medium layer, and all atoms were placed in the low layer.
While these simple amine-boranes do not fit our broad
requirements of containing fluorinated substituents or aryl
groups, they provide a sense of the agreement between
experiment and theory for donor-acceptor complexes. The
overall rms difference between experimental and computed
energies is 2.8 kcal mol-1. This value is skewed somewhat

Figure 1. ONIOM layer sizes examined for phenyl/pentafluo-
rophenyl rings. Fluorine atoms included in the high layer for
pentafluorophenyl rings are shown for each layer size.
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by the large differences seen for the H3B-NR3 complexes;
the rms error for the four Me3B-NR3 complexes is only 1.6
kcal mol-1. The data set is too small to allow firm
conclusions to be drawn, but it appears that the OG2R3
approach gives ∆EDA values that should differ no more than
5 kcal mol-1 from experiment on average.

While no experimental ∆EDA values for (RF)3M-XMe3

complexes exist, we showed previously that the MP2/
6-311++G(d,p) method gives results most in agreement
with experiment for HxMe3-xB-NHxMe3-x complexes.10 As a
second step, we selected the four (F3C)3M-XMe3 molecules
as standards, since they are small enough to allow use of
this model. As these do not contain phenyl rings, setting the
ONIOM layers was straightforward. For the optimizations,
the high layer contained the Group 13/15 core atoms and
the carbons, while the low layer encompassed the entire
complex. For the OG2R3 energy calculations, the high layer
included only the core Group 13/15 atoms, the medium layer
added the carbons to these, and the low layer held the entire
complex. Data appear in Table 2. The OLS 2 ONIOM
MPW1K distances for the complexes agree well with the
standard MP2 and MPW1K distances, indicating that this
model performs adequately for structure prediction. The
ONIOM MPW1K approach, like the full MPW1K model,
systematically underbinds the complexes, slightly for the Al
systems and significantly for the B systems. However, the
OG2R3 composite performs superbly, in that it predicts
essentially identical energies regardless of the model em-
ployed and that it agrees very well with the MP2/
6-311++G(d,p) standard values at a fraction of the resource
cost.

Combining these results, we thus chose to perform all
further production calculations using ONIOM MPW1K/
6-31+G(d):MPW1K/3-21G optimizations with the high
layer containing OLS 2 atoms for phenyl/pentafluorophenyl
substituents, donor/acceptor-bound carbons for methyl/tri-
fluoromethyl substituents, and trifluoromethyl group fluorine
atoms. All other atoms were placed in the low layer.

Optimized structures were used as bases for OG2R3 single
point energy calculations with the two core Group 13/15
atoms in the high layer, a medium layer employing OLS 3
for aryl rings, carbon atoms for alkyl groups and fluorine
atoms for CF3 substituents, and a low layer covering the
entire complex.

To obtain zero point energies (ZPEs), the structures found
using ONIOM optimizations were used as starting points for
optimizations using the Hartree-Fock/3-21G approach.
Structures were proved to be minima by analytical frequency
analysis at this level. ZPEs obtained were scaled by 0.9207
when used to correct the raw energy values,19a giving the
final values listed in Table 4. In a few instances ((F5C6)3BP(i-
Pr)3, for example), we found that the ONIOM-predicted
structure differed significantly from that predicted by HF/
3-21G, in that the M-X bond was significantly longer with
the smaller basis set. This almost certainly reflects the
absence of diffuse and polarization functions in the 3-21G
basis set. We therefore redetermined the ZPEs for these and
their components using frequency calculations employing the
two-layer ONIOM approach. ZPEs obtained this way were
not scaled when used to correct the raw energies. ∆EDA

values calculated this way differed insignificantly from those
calculated using HF/3-21G ZPEs.

In the Discussion section below, we will refer to intrinsic
bond dissociation energy, ∆Eint. This term arises from
broader methods of bond energy decomposition; it is
sometimes called the snap bond energy or the instantaneous
interaction energy.20 The characterization and use of ∆Eint

has been discussed in several places, so we describe it only
briefly.

One way ∆EDA may be decomposed is as follows

∆EDA )∆Eint-∆Eprep )∆Eint-(∆Eprep(D)+∆Eprep(A))

where the reorganization energy ∆Eprep is the energy associ-
ated with deforming/relaxing the fragments of interest to their
geometries in the molecule/ion (equally, the difference
between the energy of the free moiety and that of the energy

Table 2. M-X Bond Distances (Å) and ∆EDA Values (kcal mol-1) for HxMe3-xB-NHxMe3-x and (F3C)3M-XMe3 Complexes
Using Various Approachesa

model basis set distance ∆EDA ∆EDA(OG2R3)

H3BNH2Me MPW1K 6-311++G(d,p) 33 31 (35.0)
H3BNHMe2 MPW1K 6-311++G(d,p) 34 33 (36.4)
H3BNMe3 MPW1K 6-311++G(d,p) 1.630 (1.656) 34 33 (34.8)
Me3BNH3 MPW1K 6-311++G(d,p) 12 16 (13.8)
Me3BNH2Me MPW1K 6-311++G(d,p) 14 19 (17.6)
Me3BNHMe2 MPW1K 6-311++G(d,p) 1.691 (1.656) 13 19 (19.3)
Me3BNMe3 MPW1K 6-311++G(d,p) 1.727(1.70) 10 16 (17.6)
(F3C)3BNMe3 MP2 6-311++G(d,p) 1.638 67 65

MPW1K 6-311++G(d,p) 1.634 53 65
ONIOM 6-31+G(d) 1.637 52 64

(F3C)3BPMe3 MP2 6-311++G(d,p) 1.967 72 75
MPW1K 6-311++G(d,p) 1.974 64 75
ONIOM 6-31+G(d) 1.976 62 74

(F3C)3AlNMe3 MP2 6-311++G(d,p) 2.011 57 55
MPW1K 6-311++G(d,p) 2.003 49 55
ONIOM 6-31+G(d) 2.007 48 55

(F3C)3AlPMe3 MP2 6-311++G(d,p) 2.423 51 54
MPW1K 6-311++G(d,p) 2.424 48 54
ONIOM 6-31+G(d) 2.423 48 54

a ∆EDA values in the left most column are those from the model chemistry listed, and ∆EDA(OG2R3) entries are single point ONIOM
G2R3 values using the optimized structures from the listed model chemistries. Experimental values are in parentheses.
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of the moiety fixed in the orientation it has when bound to
another moiety), and ∆Eint is therefore the intrinsic energy
of the bond; that is, the energy required to dissociate the
moieties from each other before they relax to their preferred
separated structures. ∆Eprep here is treated as a positive value.
It may be further subdivided into ∆Eprep(D), the energy
associated with deforming/relaxing the donor moiety, and
∆Eprep(A), the analogous energy for the acceptor moiety.

This equation can be rewritten to define ∆Eint:

∆Eint )∆EDA + (∆Eprep(D)+∆Eprep(A))

This equation is that used to calculate ∆Eint values in Table
4. One should be aware that, as ∆Eprep(D) and ∆Eprep(A)
correspond to energies of species not necessarily at their
structural minima, they cannot be properly corrected for ZPE,
as the mathematics of ZPE estimation require use of a
minimum structure. Therefore, when determining ∆Eint, one
must use ∆EDA uncorrected for ZPE. In Table 4 and the
associated discussion, these uncorrected ∆EDA values will
be referred to as raw ∆EDA values and symbolized as
∆EDA(raw).17

Though we will not examine this here, it may be of interest
to know that ∆Eint may be considered composed of three
terms: ∆Eelstat, the electrostatic interaction energy between
the fragments; ∆Eorbital, the energy associated with relaxation
of the orbitals as self-consistency is reached; and ∆EPauli,
the repulsive interaction energy between the fragments
resulting from interactions between occupied orbitals. ∆Eelstat

and ∆Eorbital broadly describe electrostatic and covalent
attractive aspects of bonding, respectively, while ∆EPauli

describes repulsive aspects.
As the OG2R3 composite employs relatively small basis

sets for many of the energy determinations, it is useful to
examine the basis set superposition energy (BSSE) correc-
tions for systems like those here. However, few examples
of BSSE-corrected ONIOM calculations have appeared.21

This stems largely from two issues: one, the Gaussian
program does not allow keyword-based calculation of BSSE
for ONIOM runs (the Counterpoise22 and ONIOM keywords
cannot be used in the same run); and two, each BSSE run
requires five separate energy determinations, thus being
resource-intensive. For our OG2R3 energies, determining the
BSSE for a particular molecule requires determining indi-

Table 3. Selected Structural Parameters for Donor-Acceptor Complexes (Distances in Å, Angles in deg) at the ONIOM
MPW1K/6-31+G(d):MPW1K/3-21G Level

M-X C-M-X-C no. of F...H < 2.6 no of F...H/max no. of F...H

(F3C)3BNMe3 1.637 41.3 9
(F3C)3BPMe3 1.976 40.2 0 0
(F3C)3BPEt3 1.987 51.4 6 0.5
(F3C)3BP(i-Pr)3 2.048 59.5 9 0.38
(F3C)3BP(t-Bu)3 2.163 46.2 9 0.38
(F3C)3BPPh3 2.016 29.6 3 1
(F3C)3AlNMe3 2.007 45.2 2
(F3C)3AlPMe3 2.423 44.7 0 0
(F3C)3AlPEt3 2.421 51.8 0 0
(F3C)3AlP(i-Pr)3 2.437 50.9 6 0.25
(F3C)3AlP(t-Bu)3 2.442 38.9 8 0.33
(F3C)3AlPPh3 2.443 40.2 3 1
(F5C6)3BNMe3 1.797 16.4
(F5C6)3BPMe3 2.068 14.9
(F5C6)3BPEt3 2.077 16.4
(F5C6)3BP(i-Pr)3 2.194 0.4
(F5C6)3BP(t-Bu)3 3.838 5.4
(F5C6)3BPPh3 2.159 0.3
(F5C6)3AlNMe3 2.060 22.0
(F5C6)3AlPMe3 2.454 20.6
(F5C6)3AlPEt3 2.438 21.4
(F5C6)3AlP(i-Pr)3 2.519 26.4
(F5C6)3AlP(t-Bu)3 2.621 15.7
(F5C6)3AlPPh3 2.503 5.4

Table 4. ∆EDA, ∆EDA(raw),17 ∆Eprep, and ∆Eint Energies
(kcal mol-1, OG2R3 Model) for Donor-Acceptor Comp-
lexes

∆EDA ∆EDA(raw) ∆Eprep(A) ∆Eprep(D) ∆Eint
a

(F3C)3BNMe3 64 71 25 3 99
(F3C)3BPMe3 74 77 20 6 103
(F3C)3BPEt3 70 73 21 13 107
(F3C)3BP(i-Pr)3 77 81 29 8 118
(F3C)3BP(t-Bu)3 69 74 40 6 120
(F3C)3BPPh3 68 71 22 5 98
(F5C6)3BNMe3 21 25 29 5 59
(F5C6)3BPMe3 41 44 20 4 68
(F5C6)3BPEt3 36 39 22 11 72
(F5C6)3BP(i-Pr)3 32 33 29 6 68
(F5C6)3BP(t-Bu)3 19 20 1 0 21
(F5C6)3BPPh3 39 41 20 3 64
(F3C)3AlNMe3 55 59 7 1 67
(F3C)3AlPMe3 54 56 6 5 67
(F3C)3AlPEt3 51 53 7 12 72
(F3C)3AlP(i-Pr)3 68 71 10 6 87
(F3C)3AlP(t-Bu)3 79 82 15 5 102
(F3C)3AlPPh3 52 54 8 4 66
(F5C6)3AlNMe3 39 42 10 2 55
(F5C6)3AlPMe3 43 44 7 4 55
(F5C6)3AlPEt3 39 41 8 11 60
(F5C6)3AlP(i-Pr)3 42 44 15 9 68
(F5C6)3AlP(t-Bu)3 42 46 20 3 69
(F5C6)3AlPPh3 44 46 8 3 57
Ph3BP(t-Bu)3 5 5 0 0 5
Ph3BPPh3 22 22 20 2 44

a See the Computational Methods section.
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vidual BSSEs using six different model chemistry/layer
combinations: CCSD(T)/6-31G(d) (the BSSE of which is
hereafter denoted A), MP2/6-311+G(2df,2p) (B), and MP2/
6-31G(d) (C) BSSEs for the small layer; MP2/6-31G(d)
(D) and B3LYP/3-21G (E) BSSEs for the medium layer;
and the B3LYP/3-21G (F) BSSE for the low layer. Thus a
total of 30 individual energy calculations must be performed
per molecule to estimate the BSSE by the counterpoise
method. This is too demanding to be practical; thus we
selected two molecules, (F3C)3BPPh3 and (F5C6)3AlPMe3,
and determined the BSSE of each on the assumption that
the values would be representative. The relevant equation
combining the individual BSSEs to give a total BSSE is as
follows: BSSE (total) ) (A + B - C) + (D - C) - (E -
F).

The values are 18.2 and 10.6 kcal mol-1, respectively, so
on average one expects BSSEs for molecules in the set to
be 14-15 kcal mol-1.

These BSSEs appear large compared to those typical and
call into question the utility of the OG2R3 approach. We
examined the BSSEs of each model chemistry/layer com-
bination, finding that those for the small layers (the A + B
- C part) combined contributed only 2-3 kcal mol-1 to
the total, while the B3LYP model chemistry part (E-F)
contributed less than 1 kcal mol-1. The largest contribution
to overall BSSE comes from the MP2-based (D-C) part,
wherein the BSSE of the MP2/6-31G(d)/medium layer
component is much larger than the BSSE of the MP2/
6-31G(d)/small layer component. This suggests that using
a smaller layer size for the former will lower the (D-C)
correction and so the overall BSSE. We plan to explore this
in future work. For now, we note that the BSSEs represent
upper limits to the correction, and so the real correction for
a particular molecule may be lower. In particular, the average
BSSE probably cannot be applied to the weakly bound
(F5C6)3BP(t-Bu)3 and Ph3BP(t-Bu)3 complexes, as these
cannot readily share basis functions owing to the long
distances between donor and acceptor atoms.

Results and Discussion

Structures. The predicted structures (Table 3) of these
donor-acceptor complexes display no remarkable features
save those noted below. As mentioned, (F5C6)3M-XR3

complexes have previously been analyzed computationally
and experimentally in terms of the impact of intramolecular
forces on structure, particularly the observation of F...H
interactions and eclipsed (or nearly so) conformations. We
refer the reader to that work3-6 and simply note here several
observations. First, our optimization method appears to give
excellent agreement with experiment. For example, the B-P
distance in (F5C6)3B-PMe3 is 2.061(4) Å;23 we predict 2.068
Å. The B-P distance in (F5C6)3B-PPh3 is 2.180(6) Å;5 we
predict 2.158 Å, an improvement over the DFT-D-PBE/
TZVP level prediction of 2.22 Å.6 With this in mind, we
note the method predicts a B-P distance of 3.838 Å for
(F5C6)3BP(t-Bu)3, some 0.4 Å shorter than that predicted by
Pàpai et al.3 Second, the M-P bond distances in the (F5C6)3B-
PR3 series are nearly identical for R ) Me and Et, increase
about 0.1 Å for R ) i-Pr and Ph, and then increase again

for R ) t-Bu (substantially for M ) B). This suggests similar
steric bulk for i-Pr and Ph substituents, somewhat at odds
with their suggested cone angles.24 However, the view is
supported by the similar M-P distances for the (F5C6)3M-
P(i-Pr)3 and (F5C6)3M-PPh3 complexes, which are quite
distinct from, for example, the M-P distances in (F5C6)3M-
PEt3 or (F5C6)3MP(t-Bu)3. Third, the method finds six
intramolecular F...H interactions of e2.6 Å (the sum of the
van der Waals radii) for (F5C6)3B-PR3 (R ) Me, Et, i-Pr)
but only three for R ) t-Bu and Ph. In the case of R )
t-Bu, this reflects the long B-P distance; in the case of R )
Ph, it reflects the planarity of the phenyl substituents.
Analogous results are seen for the aluminum complexes. This
illustrates the point that the core bond distance, the substituent
geometry, and the number of hydrogens available all
determine the number of intramolecular contacts, and thus
one must analyze the data carefully to ascertain the presence
and importance of such contacts. Fourth, in support of this
view, the torsional angles rapidly decrease with the steric
bulk of the phosphorus-bound substituents; i.e. as the
substituents get larger, the complexes adopt more eclipsed
geometries, in stark contrast to expectation. This effect is
most pronounced for the borane-phosphines (some ambiguity
exists on this point for the borane systems owing to the lack
of a B-P bond in (F5C6)3BP(t-Bu)3) but appears in the alane-
phosphines as well. It is notable that PPh3 complexes show
the most eclipsed conformations; this may reflect the
presence of π-π interactions arising from intramolecular ring
stacking in addition to the F...H interactions.6

No detailed analyses of intramolecular interactions in
(F3C)3M-XR3 complexes have appeared. We commented on
the structures of (F3C)3B-NR3 (R ) H, Me) complexes
previously, comparing computational to experimental re-
sults.10 At that time, the observation of conformational
deviations from staggered structures was of minor concern,
being reflected mostly in the energies required to rotate
groups around the B-N bonds. It is appropriate here to
expand on this, including different core atoms and larger
substituents. Before doing so, we note that the (F3C)3M
complexes display M-X bond distances markedly shorter than
those for (F5C6)3M complexes (Table 2). This is particularly
true for the (RF)3M-NMe3 systems, where the differences are
0.16 Å for B and 0.053 Å for Al. The extent to which the
distances increase in (F3C)3M-PR3 complexes as the phos-
phine bulk increases from R ) Me to R ) i-Pr is smaller as
well. Both observations suggest that the CF3 substituent is
more electron-withdrawing and sterically smaller than the
C6F5 group.25

The data in Table 3 point out the difficulties in assessing
the importance of intramolecular F...H interactions for
(F3C)3M-XR3 complexes but in general suggest that they are
of little importance. First, the F3C-B-P-C torsion angles are
much closer to the ideal staggered value of 60° than are their
F5C6-B-P-C counterparts. Also, the torsion angles do not vary
regularly with the size or number of H atoms available for
intermolecular interactions. One sees that for M ) B and
Al, the angle increases with the size of the R substituent to
a maximum for R ) i-Pr (i.e., the conformation becomes
more staggered as size increases) and then decreases for R
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) t-Bu. This holds for M ) Al despite the fact that the Al-P
bond distance increases relatively little across the series.
Moreover, while the number of F...H distances e2.6 Å
increases with the size and number of hydrogen atoms, the
ratio of these to the maximum number of possible such
interactions remains fairly constant.26

Considering all these observations, it is clear that the
structural data do not allow an unambiguous evaluation of
the presence or importance of intramolecular interactions
here, but they are clearly less important than in the
pentafluorophenyl systems. The close contacts observed may
simply reflect the steric needs of the substituents compared
to the sizes of the core atoms. One notes in this regard that
(F3C)3B-NMe3 and (F3C)3B-PEt3 exhibit respectively nine
and six F...H distances e2.6 Å, while the Al analogues
exhibit none. The torsional angles clearly express competition
between the steric needs of the substituents vs attempts to
create close F...H contacts. As will be seen below, the
energetic data provide a clearer means by which to assess
the importance of intramolecular interactions and support
their minimal contribution to the ∆EDA values.

Donor-Acceptor Dissociation Energies. The ∆EDA

(OG2R3) values for the (RF)3M-XR3 complexes studied
appear in the first column of Table 4. As (F5C6)3BP(t-Bu)3

uniquely does not contain a B-P bond, we except it from
the discussion save when we include it explicitly. That said,
several observations can be made, and several trends
discerned.

The (F3C)3BXR3 complexes display slightly larger ∆EDA

values than do their Al analogues, but the (F5C6)3BXR3

complexes display slightly smaller ∆EDA values than their
Al analogues. This presumably reflects crowding of the more
compact boron systems with the larger fluoroaryl substituents.
This finds support in the observation that ∆EDA values for
the (F5C6)3AlPR3 systems scarcely change as the phosphine
increases in size, while those for the boron analogues
decrease regularly, culminating in the lack of a B-P
interaction in (F5C6)3BP(t-Bu)3 (although this still shows a
sizable dissociation energy of 19 kcal mol-1).

As defined by relative ∆EDA values, the (F3C)3B moiety
is a much stronger Lewis acid than is the (F5C6)3B moiety.
Timoshkin and Frenking27 have recently calculated ∆EDA

values for (aryl)- and (fluoroaryl)boranes, alanes, and gal-
lanes, finding that all three Group 13 M(C6F5)3 species are
essentially as Lewis acidic as the corresponding MCl3

species. They describe Al(C6F5)3 as “one of the strongest
Lewis acids”. The data in Table 4 clearly show that B(CF3)3

is approximately twice as strong as this as assessed by ∆EDA,
while Al(CF3)3, if prepared, would be about 1.3 times as
strong. These views are supported by the unusual stability
of (F3C)3B complexes noted above (and by its nonexistence
as a free borane). The synthesis of Al(CF3)3 and further
studies of the reactivities of both M(CF3)3 would be of
considerable interest; that said, the bonds between these and
donors may prove too strong to break easily, limiting their
chemistry.

As mentioned above, the structural data provide little
support for the presence of intramolecular F...H interactions
in (F3C)3MXR3 complexes. The energetic data show similar

lacks. The ∆EDA values for the systems showing the most
extensive close F...H contacts, the (F3C)3BPR3 series, change
little as the number of phosphine H atoms increases. One
would anticipate that, if such interactions were important,
∆EDA for (F3C)3BP(t-Bu)3, with 9 F...H contacts e2.6 Å,
would be sizably larger than that for (F3C)3BPMe3, with no
such short contacts. This does not hold. It is true that ∆EDA

values for the (F3C)3AlPR3 series increase with size, so
possibly intramolecular contacts play a larger role for these.
We cannot assess this quantitatively given the data in hand.

In contrast to the general view that bonds between
elements higher in the Periodic Table exhibit larger dis-
sociation energies, the M-P bonds are generally stronger than
the M-N bonds. Surprisingly, this holds particularly for B-N/
B-P systems, where 2p-2p orbital overlap in the former is
usually thought to provide stronger bonding than 2p-3p
overlap in the latter. Jacobsen et al. analyzed4 the related
(F5C6)3B-NCMe and (F5C6)3B-PH3 complexes, finding that
the smaller covalent and electrostatic bonding interactions
in the borane-phosphine were countered significantly by
decreased electronic repulsions resulting from the longer B-P
bond length. It appears similar effects occur here.

We noted above that, in terms of the M-P bond length,
PPh3 appeared similar to P(i-Pr)3. In terms of ∆EDA values,
PPh3 is clearly most similar to PMe3. This holds particularly
when considering intrinsic ∆Eint energies, indicating that the
electronic properties of the two are similar. Since PPh3 is
generally observed to be a poorer donor than PMe3, this
suggests that the interplay between bonding attractions and
electronic repulsions mentioned above applies here as well.
In every case, the (RF)3M-PPh3 bond is longer than the
(RF)3M-PMe3 bond, so the repulsions decrease in the former
apparently to the same extent that the attractions increase in
the latter.

Curiously, the dissociation energies for (RF)3M-PR3 com-
plexes change erratically with the size of the phosphine. This
holds despite the fact that the M-P bonds increase in length
fairly regularly as the phosphine bulk increases along the
series. This suggests a fairly flat potential energy surface
for bond breaking in these systems. It also suggests that the
reorganization energy ∆Eprep of the fragments contributes
detectably to the overall ∆EDA.

The data in Table 4 bear this out. One sees that, as
expected, generally ∆Eprep is substantially larger for the
acceptors than for the donors, as the acceptors change
geometry from pseudotetrahedral to pseudotrigonal planar,
while the donors change only from pseudotetrahedral to
pseudopyramidal. ∆Eprep is larger for boranes than for alanes,
because the more compact boranes encounter more repulsions
as the substituents adjust from being 120° apart to being at
more acute angles. Interestingly, the ∆Eprep values for the
acceptors are approximately the same for (F3C)3M and
(F5C6)3M complexes for a particular M, indicating that the
parameter is fairly insensitive to the size or electron-
withdrawing properties of the fluorinated substituents. The
total ∆Eprep ) (∆Eprep(A) + ∆Eprep(D)) tends to increase from
(RF)3MPMe3 to (RF)3MP(t-Bu)3; this value for PPh3 com-
plexes tends to mimic that for PMe3 complexes (see above).
Of course, (F5C6)3BP(t-Bu)3, which represents a “bound”
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system where the fragments are already in their relaxed
forms, shows ∆Eprep ≈ 0.

The intrinsic dissociation energies ∆Eint increase regularly
with the size of the phosphine, indicating that they represent
only the effect of increasing phosphine basicity. Remarkably,
the model predicts (F3C)3BP(t-Bu)3 to display ∆Eint ) 120
kcal mol-1, a value in excess of most covalent bonds spilt
homolytically. ∆Eint values for PPh3 complexes are closest
to those for PMe3 complexes, reiterating the view that these
two donors behave similarly. It is evident that all these
(RF)3MXR3 complexes are strongly bound, making Stephan’s
discovery of the distinctiveness of weakly bound (F5C6)3BP(t-
Bu)3 all the more impressive. That this complex is so reactive
despite its being bound by 20 kcal mol-1 indicates that this
value represents an approximate “reactivity limit”; complexes
with dissociation energies much larger than this are likely
to be unreactive.

We have included in Table 4 our calculated dissociation
energies for Ph3BP(t-Bu)3 and Ph3BPPh3. The former, as
noted in the Introduction, also heterolytically breaks the H2

bond; we included the latter for comparison as a phosphine-
borane with large substituents. The complexes differ in that
we find the t-Bu complex to be weakly bound by dispersion
effects and not to contain a B-P bond, while the latter
contains a B-P bond but displays a dissociation energy
similar to that of (F5C6)3BP(t-Bu)3. The data show that
Ph3BP(t-Bu)3 is bound by only 5 kcal mol-1. This implies
that F...H interactions in the fluorinated homologue (F5-
C6)3BP(t-Bu)3 contribute ca. 15 kcal mol-1 to the binding
energy. The weak dissociation energy implies that if separa-
tion of the fragments dictates the H2 splitting rate, then the
parent system should react faster. In fact, it reacts more
slowly,1 implying that another factor, such as the Lewis
acidity of the acceptor, is critically important in determining
the rate. This being so, it seems plausible that the H2 splitting
involves the “reaction cell” mechanism suggested by Papai
et al.3a See the Computational Methods section.

Conclusions

The OG2R3 model predicts dissociation energies of large
donor-acceptor complexes with acceptable resource usage.
As a reviewer noted, it is impossible to tell whether the
energies are trustworthy, as no comparable experimental data
exist. That said, they agree reasonably with known experi-
mental energies and are consistent with the reactivity patterns
exhibited by systems for which dissociation energies are
unknown. We hope that such large complexes can be
examined this way will spur effort to examine systems that
previously were simplified.

From an experimental standpoint, the data suggest that one
should be able to isolate all the (RF)3MXR3 complexes
examined. Difficulties in this regard lie in the systems finding
other reaction pathways,28 but assiduous effort should
overcome this. While (F5C6)3BP(t-Bu)3 has so far defied
isolation, the interaction energy is large enough that one
could conceivably crystallize it, but the fact that it is bound
through dispersive effects means that no spectroscopic
method is likely to detect it. Only Ph3BP(t-Bu)3 appears to

have too little binding energy to allow its isolation, and so
far the reactivity of this complex does not merit extensive
study.

Our finding that PPh3 mimics PMe3 in terms of the M-P
bond length and dissociation energy is intriguing, given that
the proton affinities of the two are so different. We plan to
probe the reasons for this observation, beginning with the
hypothesis that, for a sufficiently sized acceptor, the steric
and electronic effects associated with binding cancel.
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Abstract: Using methods based on first principles, we find that NO and NNO molecules can
be chemisorbed on silicon carbide nanotubes (SiCNTs) with an appreciable binding energy and
that this is not the case for either carbon nanotubes (CNTs) or boron nitride nanotubes (BNNTs).
A detailed analysis of the energetics, geometry, and electronic structure of various isomers of
the complexes was performed. The adsorption energy (∼-0.7 eV) is larger for the SiCNT-NO
complex. The complex exhibits magnetism, and a ferromagnetic coupling of spins is observed
when more than one NO molecule is adsorbed. This observation suggests that magnetic
properties can be used to sense the amount of NO molecules adsorbed. The SiCNT-NNO
complex is a nonmagnetic system in which five-membered rings form at the binding site.

1. Introduction

Among the many materials for semiconductors, bulk SiC has
been found to be potentially useful for high power, high
frequency, and high temperature electronic devices.1 There-
fore, motivated by the recent discovery of carbon nanotubes
(CNTs), studies have sought to synthesize tubular forms of
SiC. SiC nanotubes (SiCNTs) have been successfully syn-
thesized from the reaction of SiO and multiwalled CNTs.2

In SiCNTs, carbon and silicon atoms exist in a 1:1 ratio,
and a theoretical calculation shows that the tubes consist of
alternating C and Si atoms forming sp2 Si-C bonds.3 Single-
walled SiCNTs are known to be semiconductors irrespective
of their chiral indices, because of the ionicity of Si-C bonds.
The tubes are expected to be amenable to a variety of external
functionalizations due to the presence of the Si atoms, which
prefer sp3 hybridization. In fact, the exterior surface of
SiCNTs is much more reactive than the exterior of either
CNTs or boron nitride nanotubes (BNNTs), making SiCNTs
much more interesting for chemical functionalization than
the other type of nanotubes. For example, transition metal
atoms can be chemically adsorbed on SiCNTs with binding
energies greater than 1.17 eV.4 SiCNTs have also proven

useful for hydrogen storage, since the binding energy of the
tubes with hydrogen molecules is 20% larger than that of
CNTs.5

Nitrogen oxides (NOx) are compounds notorious for their
harmful impact on the environment. They are mostly
generated as byproducts of high-temperature combustion of
fossil fuels.6 Although there have been many efforts to use
catalysts to reduce the amount of nitrogen oxides in the air,7

an efficient method of sensing and removing the pollutants
is still needed. Very recently, SnO2-In2O3 nanocomposites
have been shown to be useful as semiconductor NOx sensors,
since they can selectively and reproducibly detect the gases
at the level of parts-per-million.8 Heme-nitric oxides, which
constitute a newly discovered family of heme proteins, have
also been found to detect the molecules selectively and
sensitively.9 Nanocrystalline titanium dioxide is known to
be useful for photocatalytic degradation of the molecules.10

These results prompted us to take a theoretical approach
to ask whether nanotubes could be used for this purpose,
particularly in light of the high chemical reactivity of
SiCNTs. To our knowledge, there has been only one
theoretical work related to that problem: Rafati et al. found
that an NO molecule can be physisorbed on the surface of
CNTs endothermically.11 Nevertheless, recent quantum
chemical calculations have elucidated the mechanism of
reaction of tungsten with NOx.12 There has been an
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investigation of the structure and energetics of NOx adsorp-
tion on clusters13 and studies of NOx binding on various
surfaces.14

The present work is devoted to a first-principles investiga-
tion of using SiCNTs as a sensor and adsorbent of NO and
NNO molecules. The study also compares the adsorption
performance of SiCNTs, CNTs, and BNNTs.

2. Theoretical Methods

Total energy calculations were performed using the Vienna
ab initio simulation package (VASP).15,16 Electron-ion
interactions were described by the projected augmented wave
(PAW) method.17 Exchange-correlation effects were treated
within the generalized gradient approximation (GGA) of
Perdew, Burke, and Ernzerhof.18 The cutoff energy was set
high enough (400 eV) to ensure accurate results, and the
conjugate gradient method was employed to optimize the
geometry until the Hellmann-Feynman force exerted on an
atom was less than 0.03 eV/Å.

In order to investigate differences in adsorption properties
of armchair and zigzag tubes, we examined supercells, which
consisted of three and four primitive cells of (8,0) and (5,5)
nanotubes, respectively. Although we focused on SiCNTs,
we also analyzed CNTs and BNNTs for the purposes of
comparison. The total number of atoms, the diameter, and
the lattice parameter were (80, 8.62 Å, 12.39 Å) and (96,
8.06 Å, 16.02 Å) for (5,5) and (8,0) SiCNTs, respectively.
The corresponding parameters for (5,5) CNT, (8,0) CNT,
(5,5) BNNT, and (8,0) BNNT were (80, 6.87 Å, 9.90 Å),
(96, 6.46 Å, 12.78 Å), (80, 7.00 Å, 9.90 Å), and (96, 6.58
Å, 12.90 Å), respectively. Here, lattice parameters are
optimized values in such a way that the axial stress is zero.
Τwo k-points were used for k-point sampling in the irreduc-
ible region of the first Brillouin zone along the tube axis
(X), which ensures the accuracy of the calculation within 1
meV even for metallic systems. In these analyses, we used
large supercells to guarantee that interatomic distances
between neighboring cells along the Y and Z directions were
greater than 10.3 Å.

3. Results

First, we investigated NO adsorption on the surface of
nanotubes. We describe our calculations on three different
configurations of the NO molecule on a SiCNT of a specific
chiral index (n, m). In Table 1, these configurations are
denoted (E, Z, ZR) and (Z, A, ZR) for (5,5) and (8,0) SiCNTs,
respectively. As shown in Figure 1 the letters Z, E, and A
indicate whether the NO molecule is located directly above
the zigzag, equatorial, or axial Si-C bond, respectively. A
zigzag bond is defined as a bond that is neither parallel nor
perpendicular to the tube axis. An equatorial bond is
perpendicular to the tube axis, while an axial bond is parallel
to the axis. We note that there are no axial bonds in armchair
tubes and no equatorial bonds in zigzag tubes. In the E, Z,
and A configurations, the oxygen atom, which is more
electronegative than the nitrogen atom in the NO molecule,
is located directly above a silicon atom (Si1), which is more
electropositive than carbon atoms. Likewise, the nitrogen

atom is located directly above a carbon atom (C1) that is
bonded to Si1. Therefore, there can be N-C1 and O-Si1

bonds. On the other hand, in configuration ZR, the nitrogen
atom is located above the silicon atom of a zigzag bond, so
there can be O-C1 and N-Si1 bonds instead.

Table 1. Energetic, Magnetic, and Geometric Parameters
for Various Configurations of SiCNT-NO Complexes in
Which the SiCNTs Have (5,5) and (8,0) Chiral Indices

chiral index

(5,5) (8,0)

configuration E Z ZR Z A ZR

Eb(1)a (eV) -0.67 -0.63 0.82 -0.62 -0.61 0.69
Eb(2)b (eV) -1.54 -1.41
µ(1)c (µB) 1.00 0.95 1.00 0.92 1.00 1.00
µ(2)d (µB) 1.98 2.00
l (N-C1)e (Å) 1.50 1.49 1.54 1.48 1.52 1.51
l (O-Si1)f (Å) 1.75 1.80 1.83 1.79 1.76 1.81
l (N-Si2)g (Å) 2.78 1.93 3.00 1.98 2.73 2.69
l (C1-Si1)h (Å) 1.98 1.90 1.92 1.91

(1.79) (1.79) (1.79) (1.79)
l (O-N)i (Å) 1.40 1.40 1.39 1.40 1.40 1.39

(1.17) (1.17) (1.17) (1.17) (1.17) (1.17)
q(NO)j -0.48 -0.51 -0.52 -0.46

(0) (0) (0) (0)

a Binding energy of one NO molecule on the surface of the
SiCNT. b Binding energy of two NO molecules on the surface of
the SiCNT. c Magnetic moment of the SiCNT-NO complex with
one NO molecule adsorbed. d Magnetic moment of the SiCNT-NO
complex with two NO molecules adsorbed. e N-C1 distance,
where C1 is the carbon atom of the SiCNT above which the
nitrogen atom of the NO molecule is located. For configuration ZR,
the number corresponds to the O-C1 distance instead. f O-Si1
distance, where Si1 is the silicon atom of the SiCNT above which
the oxygen atom of the NO molecule is located. For configuration
ZR, the number corresponds to the N-Si1 distance instead.
g N-Si2 distance, where Si2 is a silicon atom of the SiCNT in the
bonds Si1sC1sSi2 of the SiCNT. For configuration ZR, the number
corresponds to the O-Si2 distance. h C1-Si1 bond length. The
numbers in parentheses denote the corresponding data in pristine
tubes. i N-O bond length in the NO molecule. j Total Mulliken
charge of the NO molecule. The numbers in parentheses denote
the corresponding data for an isolated NO molecule.

Figure 1. Optimized structures for stable configurations of
SiCNT-NO complexes: configurations E (a) and Z (b) of the
(5,5) complex and configurations Z (c) and A (d) of the (8,0)
complex. Atomic labels are also defined.
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Table 1 shows that there is appreciable binding between
an NO molecule and SiCNTs in configurations E, Z, and A.
In fact, the magnitude of the binding energy or adsorption
energy (Eb) of an NO molecule, which is defined as the
energy change associated with the process SiCNT +
NO(doublet) f NO-SiCNT, is between -0.61 and -0.67
eV for (5,5) and (8,0) SiCNTs. We do not observe any
significant difference in binding energy between the tubes
of two different chiral indices. Table 1 and Figures 2 and 3
show that the NO-SiCNTs are magnetic semiconductors with
magnetic moments close to 1.0 µB.19 A separate analysis
shows that the spin polarization is largely concentrated on
the NO molecule. As two examples, Figure 4 shows the spin
density distributions of configuration E of (5,5) and config-
uration Z of (8,0) SiCNT-NO complexes depicted in Figure
1(a),(c).

When two NO atoms are adsorbed, the binding of the
second NO molecule is stronger than the first one, indicating
that the NO binding is cooperative. For example, Table 1
shows that the adsorption energy of the first and the second
NO molecules for isomer Z of (5,5) SiCNTs is -0.63 eV
and -0.91 eV, respectively. Spins of two NO molecules
couple ferromagnetically, resulting in magnetic moments of
2.0 µB for both of (5,5) and (8,0) tubes. In order to estimate
the coupling strength between local magnetic moments of
two NO molecules, we have calculated the energy difference
(∆EF-AF) between ferromagnetic and antiferromagnetic states
from the relation: ∆EF-AF ) EF - EAF. Its values () -0.16
eV and -0.35 eV, respectively) show that there are strong
couplings between local magnetic moments for both of (5,5)
and (8,0) complexes, suggesting the possibility of long-range
magnetic ordering at room temperature.

As Figure 5 shows, the second NO molecule is adsorbed
on the nearest carbon atom of the tubes in the most stable

configuration. Namely, two NO molecules are found to be
adsorbed on C1 and C2 in the bonds C1-Si-C2 of the tube.
In the figure, two NO molecules adopt E and Z configura-
tions, respectively, for the (5,5) complex. For the (8,0)
complex, both of them adopt Z configurations. The configu-
rations are more stable than another configuration by 0.26
and 0.14 eV for (5,5) and (8,0) tubes, respectively, in which
two NO molecules are located far away on the opposite sides
of the circumference of the tube. Therefore, the change in
the magnetic moment of SiCNTs can be used to sense the
amount of NO gas adsorbed. As shown in Table 1, ZR

Figure 2. Comparison of the electronic density of states
(DOS) for (5,5) SiCNT-NO complexes: pristine tube (top),
configuration E (middle), and configuration Z (bottom). The
Fermi level is set to zero. For the complex, DOSs for spin-up
and spin-down states are drawn separately.

Figure 3. Comparison of the electronic density of states
(DOS) for (8,0) SiCNT-NO complexes: pristine tube (top),
configuration Z (middle), and configuration A (bottom). The
Fermi level is set to zero. For the complex, DOSs for spin-up
and spin-down states are drawn separately.

Figure 4. Spin density plot of configuration E (a) of (5,5) and
configuration Z (b) of (8,0) SiCNT-NO complexes, in each of
which the tube has the same orientation as in Figure 1(a) and
(c).

Figure 5. Optimized structures of (5,5) (a) and (8,0) (b)
SiCNT-2NO complexes.
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configurations are not expected to be observable in either
(5,5) or (8,0) tube, since the binding energy is largely
positive. Therefore, we concentrate our work on configura-
tions E, Z, and A.

As was mentioned in the previous paragraph, Figure 1
shows the molecular structure of SiCNTs with one NO
molecule adsorbed on the surface for configurations E and
Z of the (5,5) complex and Z and A of the (8,0) complex.
The N-C1 bond length is 1.49-1.52 Å, almost achieving
the length of a single covalent bond.20 There is an O-Si1

bond that is somewhat weaker than a single bond, as
indicated by its bond length (1.75-1.80 Å), which is longer
than that (1.66 Å) of an Si-O single bond.19 As a result,
the C1-Si1 and N-O bonds are appreciably weakened, which
is seen in their bond lengths (1.90-1.98 Å and 1.39-1.40
Å, respectively), which are longer than those in pristine tubes
(1.79 Å) and an isolated NO molecule (1.17 Å). In fact,
comparison of the length of the N-O bond in the adsorbed
molecule with the lengths of single and double N-O bonds
indicates that the bond order changes from 2.5 to 1. There
are also weak N-Si2 bonds in the Z configuration of both
(5,5) and (8,0) tubes, which is not the case in other
configurations.

In order to better understand the electronic properties of
the complex, we used the E configuration of the (5,5)
complex as an example. (We recall that the X-axis is parallel
to the tube axis. For armchair tubes, we also assume that
the equatorial direction of the NO molecule is parallel to
the Z-axis. Therefore, the π orbitals of the tube are directed
along the Y-axis.) Let us assume the electronic configuration
(2πx*1, 2πy*0) in an isolated NO molecule. Our analysis of
l,m-projected local density of states (LDOS) shows that the
2πx*(NO) orbital does not interact significantly with tube
states, that it remains half-filled, and that it contributes to
the spin polarization of the complex. 2πy*(NO), which is
degenerate with 2πx*(NO) in an isolated NO molecule, is
now located above the conduction band edge. [See Scheme
1.] This is because it becomes a σ* orbital for the O-Si1

and N-C1 bonds. In short, the spin polarization of the
complex can be attributed to that in the π*(NO) orbital,
which is perpendicular to the N-C1 and O-Si1 bonds.

Figures S1 and S2 show the change of the band structure
after the adsorption of one and two NO molecules. As was
mentioned in the previous paragraph, a new state is intro-
duced in the band gap of the pristine SiCNT when one NO
molecule is adsorbed, which is 2πx*(NO) state weakly

interacting with a π(tube) state. This state is located below
the Fermi level for the spin-up state. On the other hand, it is
located above the Fermi level for the spin-down state, causing
the spin-polarization of the complex. When two NO mol-
ecules are adsorbed, two 2πx*(NO) states are introduced from
two NO molecules. As a result, the band gap of the system
decreases from those of pristine SiCNTs after the adsorption.
However, Figures S1 and S2 indicate that there is no definite
trend in the change of the gap as a function of NO molecules
adsorbed.

A separate PBEPBE/6-31G(d) calculation using the
GAUSSIAN03 program shows that both the N and O atoms
have negative values of the Mulliken charge. For example,
the charges are -0.12 and -0.36, respectively, in the E
configuration of the (5,5) SiCNT. Upon complex formation,
there is a net charge transfer of 0.46-0.52e from the tube
to the molecule. Figure 6 shows Mulliken charges of atoms
around the adsorption site for configurations of (5,5) and
(8,0) SiCNT-NO complexes depicted in Figure 1. It shows
that approximately one-half of the transferred electrons come
from Si1.

Figure S3 shows four other initial configurations of the
(5,5) SiCNT-NO complex considered in this work. In
configuration H1, which corresponds to S3(a), we built an
initial O-Si1 bond perpendicular to the tube surface.
Similarly, we introduced an initial N-C1 bond perpendicular
to the tube surface in configuration H2. In configurations
H3 and H4, which correspond to Figure S3(c),(d), the NO
molecule is located diagonal to a hexagon of the tube. In all
of them, initial bond lengths of O-Si and N-C bonds were
chosen to be similar to those in stable configurations shown
in Table 1. Two of them, which correspond to configurations
H3 and H4, result in the same final structure in which the
NO molecule is chemisorbed in such a way that a Si-N
bond is formed. [See Figure S4(a).] However, its binding
energy () -0.34 eV) is smaller than those of configurations
E and Z shown in Table 1. This is manifested in the Si-N

Scheme 1. Schematic Energy Level Diagram of Two π*
Molecular Orbitals of the NO Molecule before and after
Adsorption on Isomer E of (5,5) SiCNT

Figure 6. Mulliken charges of atoms around the adsorption site
for SiCNT-NO complexes depicted in Figure 1: configurations
E (a) and Z (b) of the (5,5) tube and configurations Z (c) and A
(d) of the (8,0) tube. For the better understanding, the former
two figures, (a) and (b), are rotated along the tube axis () X),
while others have the same orientations as in Figure 1.
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bond length ()2.02 Å) which is appreciably larger than
Si-O bond lengths (∼1.80 Å) in configurations E and Z.
Relaxations of other initial structures result in physisorption
(|Eb| < 0.1 eV) in which no chemical bond is formed between
the tube and the NO molecule.

Figure S5 also shows four other initial configurations
()G1-G4) of the (8,0) SiCNT-NO complex, each of which
is characterized by the geometrical feature which is the same
as the corresponding one for the (5,5) complex already
described. Only configurations G3 and G4 result in the
chemisorption (Eb ) -0.37 eV) shown in Figure S4(b), in
which the local geometry around the adsorption site is similar
to that of configuration H3 of the (5,5) complex.

Now we investigate the adsorption of an NO molecule on
CNTs and BNNTs. In contrast to SiCNTs, these nanotubes
exhibit highly endothermic binding to NO, which is even more
pronounced for CNTs (Table 2). These binding energy data
predict that the chemisorption of NO molecules is practically
impossible on these tubes. A separate calculation shows that
there are barriers for the desorption of the NO molecule in all
the configurations of the complex, indicating that the complex
indeed corresponds to a metastable state. This observation
suggests that barriers for the adsorption are much higher than
the value ()0.026 eV) of kT at room temperature. In fact, our
separate calculation shows that the barriers for the adsorption
are greater than 1.86 and 1.67 eV for configuration E of (5,5)
and configuration A of (8,0) of CNT-NO complexes. Similarly,
corresponding barriers for BNNT-NO complexes are greater
than 1.40 and 1.32 eV, respectively.

Table 2 shows that upon adsorption of the NO molecule
on CNTs, the O-C1 and N-C2 bonds that form are weaker
than single bonds. (Here, C1 and C2 correspond to the carbon
atoms of CNTs bonded to each other and on which the NO
molecule sits.) The O-N bond of the NO molecule is also
weakened to a single bond. A similar analysis holds for the
complex involving BNNTs. We want to recall that our
calculation is focused on the chemisorption of the molecule,
not on its physisorption as was recently investigated by Rafati
et al.11 This difference is manifested in the O-C1 distance
(1.49-1.55 Å) of the CNT-NO complex obtained from our
calculation, which is much shorter than that (∼3.15 Å) from
their calculation.

Next, we examine the adsorption of an NNO molecule on
the surface of SiCNTs. Table 3 shows the binding energy

of the molecule in various configurations. In the E, Z, and
A configurations, there is appreciable NNO-SiCNT binding,
although this is weaker than for the NO molecule. Figure 7
shows that these configurations are characterized by the
formation of five-membered rings around the equatorial,
zigzag, and axial adsorption sites, depending on the config-
uration. (Note that atoms in the molecule N1-N2-O are
labeled N1, N2, and O.) This ring formation is achieved by
(1) the formation of O-Si1 and N-C1 single bonds, (2)
bending of the N1-N2-O bond in such a way that the linear
configuration of the isolated molecule is destroyed, and (3)

Table 2. Energetic and Geometric Parameters for Various Configurations of CNT-NO and BNNT-NO Complexes in Which
the Nanotubes Have (5,5) and (8,0) Chiral Indices

CNT BNNT

(5,5)e (8,0)e (5,5)e (8,0)e

configuration E Z Z A E Z Z A

Eb
a (eV) 2.07 2.08 2.03 1.71 1.59 1.77 1.62 1.57

l (O-C1)b (Å) 1.49 1.55 1.53 1.52 1.52 1.58 1.56 1.56
l (N-C2)c (Å) 1.49 1.50 1.49 1.49 1.51 1.58 1.53 1.57
l (O-N)d (Å) 1.39 1.37 1.39 1.38 1.35 1.34 1.35 1.35

(1.17) (1.17) (1.17) (1.17) (1.17) (1.17) (1.17) (1.17)

a Binding energy of one NO molecule on the surface of the CNT and BNNT. b O-C1 distance, where C1 is the carbon atom of the CNT
above which the oxygen atom of the NO molecule is located. In BNNT-NO complexes, C1 denotes a boron atom of the BNNT instead.
c N-C2 distance, where C2 is the carbon atom of the CNT bonded to C1 above which the nitrogen atom of the NO molecule is located. In
BNNT-NO complexes, C2 denotes a nitrogen atom of the BNNT instead. d N-O bond length in the NO molecule. The numbers in
parentheses denote the corresponding length in an isolated molecule. e Chiral index.

Table 3. Energetic and Geometric Parameters for Various
Configurations of SiCNT-NNO Complexes in Which the
SiCNTs Have (5,5) and (8,0) Chiral Indices

chiral index

(5,5) (8,0)

configuration E Z C Z A C

Eb(1)a (eV) -0.44 -0.40 0.66 -0.43 -0.56 0.56
Egap

b 1.99 1.84 1.33 1.29
(2.18) (2.18) (1.35) (1.35)

l (N1-C1)c (Å) 1.52 1.52 1.52 1.51
l (O-Si1)d (Å) 1.75 1.74 1.75 1.74
l (C1-Si1)e (Å) 1.96 1.93 1.95 1.93

(1.79) (1.79) (1.79) (1.79)
l (N1-N2)f (Å) 1.25 1.25 1.25 1.25

(1.15) (1.15) (1.15) (1.15)
l (N2-O)g (Å) 1.39 1.40 1.39 1.41

(1.20) (1.20) (1.20) (1.20)
θ(N1-N2-O)h 117.4 117.0 117.3 117.1

(180) (180) (180) (180)
q (NNO)i -0.48 -0.48 -0.49 -0.47

(0) (0) (0) (0)

a Binding energy of one NNO molecule on the surface of the
SiCNT. b The band gap of the SiCNT-NNO complex. c N1-C1

distance, where C1 is the carbon atom of the SiCNT above which
N1 is located. Two nitrogen atoms of the NNO molecule are
defined by the bonds N1-N2-O. d O-Si1 distance, where O is the
oxygen atom of the NNO molecule. Si1 is the silicon atom of the
SiCNT bonded to C1 above which O is located. e C1-Si1 bond
length. The numbers in parentheses denote the corresponding
data in pristine tubes. f N1-N2 bond length of the NNO molecule.
The numbers in parentheses denote the corresponding data for an
isolated molecule. See footnote c for the definitions of N1 and N2.
g N2-O bond length of the NNO molecule. The numbers in
parentheses denote the corresponding data in an isolated
molecule. See footnote c for the definition of N2. h Bond angle of
the NNO molecule. i Total Mulliken charge of the NNO molecule.
The numbers in parentheses denote the corresponding data in an
isolated molecule.
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orientation of the NNO molecule such that its molecular
plane is perpendicular to the tube surface.

Figure 7(c) shows another configuration (C) in which the
five-membered ring is not formed. Here, the NNO molecule
adopts a different orientation with respect to the tube. Table
3 shows that this configuration is much less stable than others
for both (5,5) and (8,0) SiCNTs. Indeed, the positive values
of binding energy indicate that the configuration corresponds
to a metastable state. Thus we do not consider it in further
analyses.

Table 3 shows that lengths of the O-Si1 and N1-C1 bonds
are similar to the corresponding values in a stable SiCNT-

NO complex. As already noted, the geometry of the NNO
molecule shows a significant degree of deformation, as
evidenced by large deviations in the N1-N2-O bond angle
from 180°. In fact, the bond angle (∼117°) shown in the
table indicates that N2 is nearly sp2-hybridized, which is
achieved by its protrusion from the circumference of the tube.
The N1-N2 and N2-O bonds are elongated by different
amounts in such a way that the molecule has N1dN2-O
bonds. (We recall that the bond orders of N1-N2 and N2-O
bonds are 2.5 and 2 in an isolated NNO molecule.) The
C1-Si1 bond is also elongated by an appreciable amount
(∼0.17 Å) compared to that in pristine tubes. As shown in
Table 3, Mulliken charge analysis shows a charge transfer
(∼0.48e) from the tubes to the molecule, which is compa-
rable to what is seen with the SiCNT-NO complex. Figure
8 shows a more detailed analysis of the Mulliken charges
for atoms around the adsorption site. Comparing the charges
on the atoms around the adsorption site with the correspond-
ing values in the isolated molecule and tube shows that most
of the transferred charge is concentrated on the central
nitrogen atom, N2, making it almost neutral. A careful
analysis of the changes in charge on Si1, N2, and O upon
complex formation shows that most of the charge transfer

Figure 7. Optimized structures for various configurations of SiCNT-NNO complexes: configurations E (a), Z (b), and C (c) of
the (5,5) complex and configurations Z (d), A (e), and C (f) of the (8,0) complex. Atomic labels are also defined.

Figure 8. Mulliken charges of atoms around the adsorption
site for SiCNT-NNO complexes depicted in Figure 7: configu-
rations E (a) and Z (b) of the (5,5) tube and configurations Z
(c) and A (d) of the (8,0) tube. All of them have the same
orientations as in Figure 7.

Figure 9. Optimized structures of (5,5) (a) and (8,0) (b)
SiCNT-2NNO complexes.
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from the tube to the molecule occurs from Si1 to N2 through
O, allowing N2 to have an unpaired electron in one of its
sp2 hybrid orbitals. Another transfer route running from C1

to N2 through N1 makes a much smaller contribution to the
charge transfer.

Figure S6 shows four additional configurations (K1-K4)
of the (5,5) SiCNT-NNO complex investigated, each of
which has a local geometry similar to the corresponding one
for the SiCNT-NO complex shown in Figure S3. Except
configuration K1, all of them result in the physisorption with
the binding energy less than -0.02 eV upon the relaxation
of geometry. Optimization of configuration K1 results in
configuration C shown in Figure 7(c). Figure S7 also shows
additional configurations (L1-L4) of the (8,0) SiCNT-NNO

complex. Similar to the case of their correspondents for the
(5,5) complex, all of them exhibit physisorption with the
binding energy less than -0.01 eV except configuration L1.
Optimization of configuration L1 also results in configuration
C shown in Figure 7(f).

We have also investigated the physicochemical properties
of SiCNTs when two NNO molecules are adsorbed on the
surface. In order to do this, we take configurations E of the
(5,5) SiCNT-NNO complex and A of the (8,0) complex,
which are the most stable ones when one NO molecule is
adsorbed. We also find that two NNO molecules tend to bind
to adjacent sites rather than being far apart, as evidenced by
the difference in the binding energy of 0.12 eV and 0.10 eV
for (5,5) tube (8,0) tube, respectively. Figure 9 shows that
the (5,5) SiCNT-2NNO complex adopts E and Z configura-
tions, while the (8,0) complex adopts Z and A configurations
of the two molecules. In addition, the adsorption is also
cooperative. For the (5,5) tube, the binding energy of the
first and the second molecule is -0.44 eV and -0.68 eV,
respectively. For the (8,0) tube, the corresponding value is
-0.56 eV and -0.72 eV, respectively.

Figures 10 and 11show that the electronic density of states
(DOS) for stable configurations of SiCNTs does not differ much
from that of the pristine tube near the Fermi level. One may
note that the band gap decreases slightly (<0.2 eV) upon
adsorption. In addition, there is little shift in the Fermi level
after adsorption, indicating that the rigid charge transfer model
does not apply to this system. A separate analysis shows that
the top of the valence band is mostly composed of π states of
the tube in which electron densities are concentrated on carbon
atoms. Doubly degenerate HOMOs of the isolated NNO
molecule, which split into σ and π states upon adsorption on
the tube, do not affect the electronic structure of the complex
at the top of the valence band, since they are located more than
1.8 eV below the Fermi level. Likewise, doubly degenerate
LUMOs of the NNO molecule also interact with conduction
bands at 0.3 eV above their bottom. Figures S8 and S9 show
band structures of the (5,5) and (8,0) complexes as the number
of adsorbed molecules are varied.

Table 4shows that the adsorption of the NNO molecule on
the surface of CNTs or BNNTs is also unfavorable, as indicated
by significantly positive values of the binding energy. Once
adsorbed, the geometry of the adsorbed complex is similar to
that of the corresponding SiCNT-NNO complex, in that five-
membered rings are formed at the adsorption site.

4. Conclusions

Using a theoretical method based on first principles, we have
investigated the chemisorptions of NO and NNO molecules on
SiCNTs, CNTs, and BNNTs. To the authors’ knowledge, this
is the first theoretical work examining the possibility of
chemisorbing the notorious nitrogen oxide pollutants on these
nanotubes in detail. Our calculations show that they can be
adsorbed on silicon carbide nanotubes (SiCNTs) with an
appreciable binding energy. A detailed investigation of energet-
ics, electronic structure, and magnetic properties of the adsorbed
complexes was made, which gives useful results for NOx
sensing. On the other hand, chemisorptions on carbon nanotubes
(CNTs) or boron nitride nanotubes (BNNTs) are severely

Figure 10. Comparison of the electronic density of states
(DOS) for (5,5) SiCNT-NNO complexes: pristine tube (top),
configuration E (middle), and configuration Z (bottom).

Figure 11. Comparison of the electronic density of states
(DOS) for (8,0) SiCNT-NNO complexes: pristine tube (top),
configuration Z (middle), and configuration A (bottom).
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endothermic, resulting in metastable complexes. In some cases,
not even these metastable states are predicted to exist. In
conjunction with Rafati et al. result on the physisorption of the
NO molecule on CNTs, these results suggest that only SiCNTs
would be practically useful for the removal of NO and NNO
molecules among three nanotubes. Change of magnetic proper-
ties will be particularly useful for sensing the amount of NO
molecules adsorbed on SiCNTs.
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Table 4. Energetic and Geometric Parameters for Various Configurations of CNT-NNO and BNNT-NNO Complexes in
Which the Nanotubes Have (5,5) and (8,0) Chiral Indices

CNT BNNT

(5,5)g (8,0)g (5,5)g (8,0)g

configuration E Z Z A E Z Z A

Eb
a (eV) 1.70 1.50 1.58 1.07 1.50 no no 1.29

binding binding
l (O-C1)b (Å) 1.54 1.51 1.53 1.49 1.59 1.56

(1.75) (1.74) (1.75) (1.74) (1.75) (1.74)
l (N1-C2)c (Å) 1.57 1.55 1.57 1.52 1.64 1.63

(1.52) (1.52) (1.52) (1.51) (1.52) (1.51)
l (O-N2)d (Å) 1.37 1.40 1.38 1.40 1.32 1.33

(1.20) (1.20) (1.20) (1.20) (1.20) (1.20)
l (N1-N2)e (Å) 1.23 1.23 1.23 1.23 1.23 1.23

(1.15) (1.15) (1.15) (1.15) (1.15) (1.15)
θ(N1-N2-O)f 116.3 114.6 115.3 114.4 119.9 119.4

(180) (180) (180) (180) (180) (180)

a Binding energy of one NNO molecule on the surface of the CNT or BNNT. b O-C1 distance, where C1 is the carbon atom of the CNT
above which O is located. In the BNNT, C1 represents a boron atom of the tube. c N1-C2 distance, where C2 is the carbon atom of the CNT
above which N1 is located. In the BNNT, C2 represents a nitrogen atom of the tube. Two nitrogen atoms of the NNO molecule are defined
by the bonds N1-N2-O. d N2-O bond length of the NNO molecule. The numbers in parentheses denote the corresponding data in an
isolated molecule. See footnote c for the definition of N2. e N1-N2 bond length of the NNO molecule. The numbers in parentheses denote
the corresponding data in an isolated molecule. See footnote c for the definitions of N1 and N2. f Bond angle of the NNO molecule. g Chiral
index.

First Principles Study of NO and NNO Chemisorption J. Chem. Theory Comput., Vol. 4, No. 10, 2008 1697



A Systematic Comparison of Pairwise and Many-Body
Silica Potentials

Sterling Paramore, Liwen Cheng, and Bruce J. Berne*

Department of Chemistry, Columbia UniVersity, 3000 Broadway, Mail Code 3103,
New York City, New York 10027

Received June 24, 2008

Abstract: The role of many-body effects in modeling silica was investigated using self-consistent
force matching. Both pairwise and polarizable classical force fields were developed systematically
from ab initio density functional theory force calculations, allowing for a direct comparison of
the role of polarization in silica. It was observed that the pairwise potential performed remarkably
well at reproducing the basic silica tetrahedral structure. However, the Si-O-Si angle that links
the silica tetrahedra showed small but distinct differences with the polarizable potential, a result
of the inability of the pairwise potential to properly account for variations in the polarization of
the oxygens. Furthermore, the transferability of the polarizable potential was investigated and
suggests that additional forces may be necessary to more completely describe silica annealing.

I. Introduction

The development of accurate classical potentials for silica
has been the subject of intense research for over 30 years.1

While enormous advances in computing technology have
recently enabled researchers to perform ab initio molecular
dynamics simulations of silica,2-4 the time and length scales
accessible to such calculations are still fairly limiting,
necessitating the use of fast classical methods. Some of the
earliest and still widely used classical models of silica are
fixed charge models, where the Si and O atoms are treated
as point charges that experience Coulombic interactions in
addition to short-range pairwise forces.5,6 Parameters for
these models were obtained either through fitting them to
ab initio data for small silica clusters, adjusting the param-
eters to reproduce known experimental results, or some
combination of these methods.

Many-body effects have long been believed to be of critical
importance in governing the structure and dynamics of
amorphous silica.7-12 Of particular interest are the role of
many-body effects in silica subject to heterogeneous environ-
ments, such as those encountered at surfaces and liquid-silica
interfaces.8,10,13-15 Three-body angle terms have been added
to the potential and parametrized to reproduce the angle
distributions deduced from experiments.7,12,13 The three-body
potentials are found to be in closer agreement with experi-

mental angle distributions than the pairwise force fields.
However, the pairwise potentials did not include any
information about experimental angles in the parametrization.
It is thus not clear whether the pairwise potentials are
inherently unable to reproduce the correct angle distributions,
or if they fail just because that information was not included
in the parametrization. When comparing the behavior of
different force fields using different parametrization proce-
dures, it is not always obvious whether a given type of
interaction is actually necessary for an accurate description
of the system. In order to directly compare force fields and
determine whether certain interactions are necessary, the
force field construction needs to be systematically derived
from a common data set.

Force matching was originally developed heuristically as
an algorithm for generating a classical force field for
aluminum from a set of ab initio calculations.16 It has since
been used to develop force fields for numerous other systems
including water,17 liquid hydrogen fluoride,18 room temper-
ature ionic liquids,19 and bulk amorphous silica.11 Force
matching as an algorithm has provided remarkably robust
and accurate classical force fields, but also has a solid
foundation in statistical mechanics.20 The algorithm involves
constructing a representation of a classical force field (which
may include pairwise, 3-body, or polarizable terms) and
tuning the parameters of the potential to reproduce forces
obtained from ab initio calculations. In force matching, any* Corresponding author. Email: bb8@columbia.edu.
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given representation of the classical force field is param-
etrized using the same set of ab initio data, enabling a
systematic comparison of different force fields.

Force matching has traditionally been performed by
defining a function with a small number of parameters (e.g.,
the Lennard-Jones size and energy parameters) and then
fitting those parameters to the ab initio forces.11,16,19 One
of the primary difficulties associated with this method is that
the forces are nonlinearly dependent on the parameters, which
dramatically increases the difficulty of the fitting procedure.
In addition, the chosen functional form may or may not be
a good description of the actual forces involved. To remedy
this problem, the force field needs to be both flexible and
linearly dependent on its parameters. This has recently been
accomplished by defining the force as a spline,17,18 or as a
discrete tabularized function.20

One of the primary objectives of this work is to use force
matching to determine the importance of including many-
body effects in silica. Tangney and Scandolo11 (TS) con-
structed a many-body silica model using nonlinear force
matching where the oxygens are treated as polarizable atoms.
The TS potential has been shown to be very successful at
reproducing many of the structural and dynamical properties
of several crystalline phases of silica.21 However, it is
plausible that the success of the TS potential is due to the
force matching parametrization procedure and not due to the
form of the force field. In other words, it is not clear whether
this success is a consequence of the explicit many-body
nature of the force field, or if the parametrization procedure
could have performed equally well using a different repre-
sentation of the force field. This article investigates whether
a pairwise potential, parametrized using the same force
matching procedure, can reproduce the structural properties
of the many-body silica force field. In addition, we have also
examined the effects of using less restrictive functions to
describe the pairwise interactions involved in the TS force
field.

II. Methods

Force Matching. The main principle behind force match-
ing involves defining a residual, which is the ensemble
average of the difference between the ab initio force (i.e.,
the Hellman-Feynman force) on atomic site i for a given
configuration, Fi

AI, and the force given by the classical force
field, Fi

FF, summed over all atomic sites

Force matching involves finding the classical force field, Fi
FF,

that minimizes the residual, or the force field that is the best
fit to the ab initio forces. The residual is zero when the
classical force field perfectly reproduces the ab initio forces
for all configurations in the ensemble. Of course, such a force
field would be exceedingly complex and would likely remove
any computational advantages to using a classical force field.

There have been several approaches to defining an
appropriate potential and minimizing the residual in eq 1.
Typically, the force depends nonlinearly on the parameters

of the force field, in which case nonlinear minimization
methods, such as simulated annealing, must be used.11,16,19

However, these methods cannot guarantee that the residual
is minimized and can require a relatively large amount of
computational effort. As will be discussed below, it is
possible to represent a general short-range pairwise force
field as one that depends linearly on its parameters. Linear
dependence allows one to use efficient computational
methods to solve for the parameters and guarantees mini-
mization of the residual (as long as the problem is not ill-
conditioned).22 Somewhat surprisingly, force-matched force
fields that contain only central pairwise terms have proven
to be remarkably good at reproducing structural properties
of the systems simulated with ab initio dynamics.17,18 The
accuracy of pairwise potentials generated using force match-
ing often exceeds expectations in that behavior thought to
be critically dependent on many-body effects can sometimes
be reproduced using a force-matched pairwise potential.23

For a classical force field that is short-range, pairwise, and
central, the force on atom i of type R can be written

where NT is the number of types of atoms in the system, N�

is the number of atoms of type �, and fR�(rij) determines the
magnitude of the force between two atoms. In this article,
greek letters will be used to indicate the type of the atomic
species and lowercase letters will indicate a particular atom.
To reduce notational clutter, type subscripts on individual
atoms (e.g., iR) will be omitted when the atom index appears
as the argument of the sum, since the type can be inferred
from the summation index. While there are numerous and
varied forms that the fR�(rij) term can take (e.g., Lennard-
Jones, Born-Mayer, splines, etc.), we follow the work of
Noid et al.20 and discretize the pairwise force according to

where f R�
d are the parameters of the force field and δd(r) is

a discrete delta function defined as

Here, ∆r determines the resolution of the discretization and
Nd is the number of discrete gridpoints used to describe the
force, giving a total of Nd × NT × (NT - 1)/2 parameters.
Discretizing the force in eq 3 makes the total pairwise force
linearly dependent on its parameters. The important conse-
quence of this relationship is that minimization of the residual
of eq 1 can be written as a linear equation

where the elements of the matrix A are

�2 ) 1
3N ∑

i

〈 |Fi
FF - Fi

AI|2〉 (1)

FiR

FF ) ∑
�)1

NT

∑
j�*iR

N�

fR�(rij)r̂ij (2)

fR�(riRj�
) ) ∑

d)1

Nd

f R�
d δd (riRj�

- rd) (3)

δd(r) ) { 1 -∆r/2 e r < ∆r/2
0 otherwise

(4)

Ax ) b (5)
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and the elements of the vector b are

and xl is parameter l of the force field (i.e., xl ) f R�
d for a

given unique set of R, �, and d).
For the sake of discussing in more detail the nature of the

force matching equations, consider a single-component
system that is described by a pairwise force field (eqs 23).
In this case, the matrix A and vector b of the force matching
equations can be written

As aptly discussed by Noid et al.,20 A contains two- and
three-body correlation information and b is related to the
potential of mean force between the atoms. The force
matching algorithm takes as input this correlation information
and, through solving eq 5, derives the underlying force field
which gives that correlation information. In many ways, force
matching can be thought of as the inverse of molecular
dynamics. In molecular dynamics, one starts with a given
force field and then calculates trajectories in order to obtain
structural information (e.g., the radial distribution function).
In force matching, one starts with the structural information
needed to construct A and b and then solves eq 5 to obtain
the force field parameters.

A Many-Body Force Field. While it has been shown that
pairwise force-matched force fields can perform remarkably
well in many situations, it is expected that more complex
force fields may be necessary in some systems. The Tangney
and Scandolo11 (TS) potential explicitly incorporates many-
body effects by treating the oxygen atoms as polarizable ions.
It was parametrized using a nonlinear force matching
procedure, where the forces were obtained from DFT
calculations of configurations sampled from 3000 K liquid
silica simulations. While the TS force field has been shown
to give good agreement with experimental data for various
crystalline phases of silica,21 it has not been used to examine
amorphous structures. Our attempts to use the TS force field
construct 300 K amorphous silica structures via simulated
annealing produced a large number of anomalous two-
membered silica rings.24 Two-membered rings are formed
by edge-sharing silica tetrahedra and are often observed as
defect sites on silica surfaces.8,25-28 However, there is no
experimental evidence and no other reported simulations that
support their existence in the bulk at room temperature. These
two-membered ring artifacts observed are due to the presence
of an attractive Si-Si interaction at short distances that is
sampled during the annealing process. While the artifacts

could be removed by adding hard restraining potentials to
counteract the attractions, they needed to be placed so far
out that the entire first peak of the Si-Si radial distribution
function only sampled the hard restraining potential and not
the original potential.

One of the goals of this work is to investigate whether the
artifacts in the potential could be a consequence of the force
matching procedures used by Tangney and Scandolo. It can be
particularly difficult to determine whether the global minimum
of the residual is found in nonlinear force matching. This is
not a problem with the linear force matching method
described above. In addition, by force matching onto a strict
functional form, it is possible that some regions of the force
field may fit the ab initio forces better than others. To
determine if the formation of the two-membered ring artifacts
could be a consequence of either the nonlinear minimization
method failing to find the global residual minimum or a poor
fit of the ab initio forces in certain regions of the force field,
we have reparameterized the TS model using linear form-
free tabularized potentials.

The energy of the TS model is given as a sum of short-
range pairwise, Coulombic, dipole polarization, and short-
range charge-dipole screening terms

In our reparameterization of the TS potential, the pairwise
term will be such that its force is given in the discrete
tabularized form of eqs 2 and 3. The Coulombic term
accounts for the classical electrostatic interaction between
all charges and dipoles29

where Qi is the charge of atom i, µi is the dipole associated
with atom i, and Tij is the dipole propagator, a second rank
tensor

The energy required to polarize an ion is Uµ ) ∑iµi
2/2R,

where R is the dipole polarizability. The last energy term in
the TS potential accounts for screening of the charge-dipole
interactions that occurs at short distances between the charge
on the silicon cation and the dipole on the oxygen anion29-31

where s(rij) is some screening function.32 The dipoles on the
polarizable atoms are assumed to follow the Born-Oppen-
heimer surface and respond instantaneously to changes in
the atomic configurations. In this case, the instantaneous
values of the dipoles are found by minimizing the total
energy with respect to the dipole position. The result is

Alm ) ∑
R)1

NT

∑
iR)1

NR 〈 ∂FiR

FF

∂xl
·
∂FiR

FF

∂xm
〉 (6)

bl ) ∑
R)1

NT

∑
iR)1

NR 〈FiR

AI·
∂FiR

FF

∂xl
〉 (7)

Alm ) 〈 ∑
j*i

∑
k*i

δD(rij - rl)δD(rik - rm)r̂ij·r̂ik〉 (8)

bl ) 〈 ∑
j*i

δD(rij - rl)Fi
AI·r̂ij〉 (9)

UTS ) UPW + UC + Uµ + US (10)

UC ) 1
2 ∑

i
∑
j*i [QiQj

rij
- 2Qj

rij·µi

rij
3

+ µi·Tij·µj] (11)

Tij ) [I - 3
rijrij

T

rij
2 ] 1

rij
3

(12)

US ) -∑
i

∑
j*i

s(rij)Qj

rij·µi

rij
3

(13)

µi ) R∑
j*i [Qj

rij

rij
3
- Tij·µj + s(rij)Qj

rij

rij
3 ] (14)
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which can be solved by iterating to self-consistency.
In our reparametrization of the TS model, the screening

function is discretized in a manner similar to the pairwise
force, eq 3. The parameters of the TS model include the
short-range pairwise potential, the charge on the silicon and
oxygen atoms, the dipole polarizability, and the screening
function. The force is thus a nonlinear function of its
parameters, since it depends on the product of charges, the
product of charge and screening functions, and the polariz-
ability term. It is possible to define a new set of parameters
(e.g., QR� ) QRQ�) such that the force depends linearly on
its parameters, use force matching to find these new
parameters, and then reconstruct the original parameters using
nonlinear methods.17,18 However, we found that very small
differences in the charge terms (e.g., due to sampling noise)
can lead to large changes in the pairwise terms, without
giving rise to a significant difference in the resulting structure.
In some cases, it is even possible to leave out the charge
terms altogether and only maintain short-range interactions
without significantly affecting the structure. In effect, there
is enough freedom in the pairwise terms to make up for any
small deficiencies in the charges. For this reason, we have
retained the original TS charge and polarizability parameters,
and only reparametrized the short-range pairwise and screen-
ing terms.

The components of the force field that are dependent on
the parameters to be fit are the pairwise force, FiR

PW, given
by eq 2, and the force due to charge-dipole screening, FiR

S.
The derivative of the multicomponent pairwise force with
respect to its parameters, as required in eqs 6 and 7, is

The screening force is

The screening function is expressed in a discrete tabularized
form similar to eq 3, in which case the derivative of the
screening function can be obtained from

The screening force can then be written

where

The derivative of the multicomponent screening force with
respect to its parameters is thus

Equations 15 and 21 are used to construct the matrix A of
eq 6. The vector b of eq 7 is also constructed using the above
results, but where all constant components of the force field
(e.g., the Coulomb, long-range charge-dipole, and dipole-
dipole components) are subtracted from the ab initio forces,
FiR

AI.
The derivatives of the short-range screening force depend

on the instantaneous values of the dipoles, which are
calculated by self-consistently solving eq 14, which in turn
depends on the screening function. Self-consistent methods
can also be used here to solve these circuitous dependencies.
First, a guess at the screening function is made, from which
the dipoles can be calculated. Force matching is used to
calculate a new screening function, which can then be used
to find new dipole positions. The process is repeated until
the screening function no longer changes.

Self-Consistent Force Matching. In earlier force match-
ing work,16,17 configurations were sampled from ab initio
molecular dynamics simulations. Such simulations are par-
ticularly slow, and can be especially challenging in the case
of amorphous silica, since long simulation times are neces-
sary to obtain adequate equilibration. An alternative ap-
proach, initially adopted by Tangney and Scandolo,11 is to
use a self-consistent force matching (SCFM) procedure.
Figure 1 shows a schematic of how SCFM works. In step 1,
a fast classical molecular dynamics trajectory is simulated,
giving an ensemble of initial configurations (step 2). Density
functional theory (DFT) calculations are then performed on
these configurations (step 3) to obtain the ab initio forces
on the atoms. In step 4, these ab initio forces are then used
to generate a new potential via standard force matching. This
new potential is then used to generate a new ensemble of
configurations, and the process is repeated until the force
field has converged. SCFM thus simultaneously produces a
classical force field and an ensemble of configurations that
are consistent with the ab initio atomic forces. Furthermore,
SCFM is an “embarrassingly” parallel method, in that there
is no communication between the individual simulations
during the most computationally intensive parts of the process
(the MD and DFT calculations).

Molecular Dynamics Simulations. All classical molecular
dynamics simulations were performed using the DL_POLY
simulation package Ver. 2.17,33 which was modified to

∂FiR

PW

∂f γε
d′ ) δRγ(1 - δRε) ∑

kε*iR

Nε

δD(rik - rd′)r̂ik +

δRε ∑
kγ*iR

Nγ

δD(rik - rd′)r̂ik (15)

FiR

S ) ∑
�)1
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incorporate the Wilson and Madden polarizability model32

used in the TS force field.11 Dipoles were approximated as
small rigid rods (length of 0.02 Å) with “massless” atoms
on the ends of the rods. In practice, these atoms were given
a small mass so that the integration routines did not need to
be modified (and the mass of the central atom was adjusted
so that the total mass was the correct mass of the ion);
however, the orientation and magnitude of the dipoles were
solved according to eq 14, which is not affected by the mass
of the “massless” atoms. The DL_POLY program was
modified so that at every step, eq 14 was solved self-
consistently to give the dipoles on the central ions, subse-
quently giving the charges on the “massless” atoms and the
orientation of the rigid rod. All silica simulations discussed
here were performed on systems of 24 SiO2 units in a cubic
box of size 10.286 Å (giving the experimental density, 2.20
g/cm3, of room temperature amorphous silica silica). The
particle-mesh Ewald method with a tolerance of 10-8 was
used to calculate the long-range electrostatics. The short-
range cutoff was set to 5.0 Å and a 0.5 fs time step was
used.

In the TS force field, the Si-Si force is attractive and
diverges at short distances. As suggested by Tangney and
Scandolo,11 a hard restraining potential (of the form Cr-12,
where C ) 1.55 eV ·Å12) was summed into the Si-Si force
to avoid these divergent attractions. The restraining potential
was chosen to have a negligible effect on the Si-Si pairwise
potential (i.e., the sum of the short-range pairwise and
Coulomb components) in all regions except near the peak
in the potential that occurs around 1.6 Å.

For the SCFM calculations, 112-224 configurations were
used and the number of gridpoints Nd was set to 200-400.
These initial configurations were generated by starting with
a 72-atom R-quartz configuration and heating four systems,
using different random seeds, to 5000 K for 1 ns using the
BKS force field.6 Hundreds of 5000 K configurations were
then annealed to 3000 K over 100 ps. This resulted in
configurations free from the original crystalline order.
Between SCFM iterations, the systems were annealed by
heating up to 5000 K for 10 ps, annealing to 3000 K over
25 ps, and then equilibrating at the final temperature for
another 5 ps. This annealing procedure helped to generate
new configurations during subsequent SCFM iterations. No
force information is obtained in regions that are not sampled
by the original set of configurations, but it is possible that
the system may sample these regions on a subsequent SCFM
iteration. Therefore, hard restraining potentials needed to be
added to the system at short distances to prevent the systems
from collapsing into highly unlikely configurations. However,
the restraining potentials may prevent the system from

sampling regions just beyond those sampled in a previous
iteration and therefore bias the sampling. In order to reduce
this bias, a short (∼0.2 Å) “soft” region, where rij · fR�(rij)
was set to be constant, was added so that the system could
reasonably sample these regions in the next iteration.

DFT Calculations. The DFT calculations were performed
using the CPMD program.34 The Perdew, Burke, and
Ernzerhof functional with the generalized gradient ap-
proximation35 was used in combination with the appropriate
plane wave pseudopentials for Si and O supplied with
CPMD. The energy cutoff for the plane wave basis was set
to 130 Ry. Configurations for the CPMD calculations were
generated from classical molecular dynamics simulations, and
DFT forces were calculated by optimizing the wave function
for these coordinates. For some of the 3000 K configurations
sampled (∼30%), the wave function optimization failed to
converge. This is likely due to the fact that some of the
configurations sampled rare nuclear configurations that
require more basis functions to converge. The failure rate
could be reduced to about 20% by increasing the energy
cutoff to 180 Ry. However, this incurred a much larger
computational cost but did not significantly affect the
resulting force field. Therefore, a 130 Ry cutoff was used
for the calculations presented in this article.

III. Results and Discussion

This section describes three different force fields that were
constructed using SCFM. The first was a purely short-range
pairwise force field that was parametrized using forces
obtained from the TS force field, rather than DFT forces.
The second was a purely short-range pairwise force field that
was parametrized using DFT forces. The third was a
polarizable force field similar to the TS force field, but where
the short-range pairwise forces and the screening function
have been reparametrized from DFT forces using linear
tabularized forces. This section ends with a description of
the amorphous silica structure that results following annealing
the polarizable force fields from 3000 to 300 K.

Force Matching TS onto a Purely Pairwise Force
Field. One of the main goals of this work was to investigate
how well a short-range pairwise (PW) force field of the form
of eqs 2 and 3 could reproduce the structure of bulk
amorphous silica resulting from a silica model with explicit
many-body effects. To this end, SCFM was used to construct
a PW force field, but instead of using DFT forces, the PW
force field was parametrized using forces obtained from the
many-body TS force field. This new force-matched force
field will be referred to using the shorthand notation TS f
PW.

Figure 1. Self-consistent force matching schematic.
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Starting configurations for the TS f PW SCFM param-
etrization were sampled from 3000 K simulations of silica
using the BKS force field.6 The force-matched force field
was considered to be converged when the difference in the
forces between iterations was no greater than the noise in
the force. Ten SCFM iterations were required to achieve
convergence in this case.

The process of force field convergence serves to highlight
some interesting aspects of the force matching method.
Figure 2 shows the pairwise forces for the first two and last
SCFM iteration. While the Si-O and O-O pairwise forces
did not vary much over SCFM iterations, there were large
changes in the Si-Si force. These changes can be understood
by considering the changes in the structure, specifically the
Si-O-Si angle, as the force field converges. The initial
configurations were sampled from BKS simulations, where
the Si-O-Si angle has a mean of 150°. The TS force field,
from which this force field is being parametrized, has a mean
Si-O-Si angle of 130°. The final converged angle is in
between these two values at 140° (see Figure 3). So at the
beginning of the SCFM procedure, the Si-O-Si angle is
relatively flat, and at the end it is more bent. This angle
consequently affects the magnitude of the induced dipole
on the intervening oxygen (as calculated using the TS
force field). In the initial flat configurations, the average
magnitude of the dipole is 1.09((0.01) D, whereas in the
final more bent configurations, the average magnitude of the
dipole is larger and has a value of 1.39((0.01) D (errors
reported at the 95% confidence interval).

Intuitively, these results appear to contradict the force data
presented in Figure 2. If one considers a Si-O-Si system

in isolation, then a large dipole on the oxygen should stabilize
the Si-Si interaction and make the effective Si-Si force
more attractive. Figure 2 shows just the opposite: in the flatter
configurations where the dipole is weaker, the force is more
attractive; in the more bent configurations, the dipole is
stronger but the force is more repulsive. In fact, this is
precisely the behavior required for the system to converge
to the more bent configurations of the TS force field starting
from the flatter BKS configurations. The configurations start
flat and force matching gives a Si-Si force that is attractive,
allowing the Si atoms to approach each other on the
subsequent molecular dynamics simulations. After the first
iteration, the system “overshoots” the optimal angle, giving
configurations that are too bent. This resulted in a Si-Si
force that was more repulsive, pushing the Si atoms away.
The process repeated until convergence was obtained. But
it still seems somewhat counterintuitive that the more bent
configurations would give repulsive forces while the straight
configurations give attractive forces. This result demonstrates
how force matching incorporates many-body correlations into
the effective pairwise force. The Si-Si atoms are more
attractive in the straight configurations, not because of
something to do with the dipole on the intervening O, but
because the rest of the system pushes the Si atoms together
toward an angle distribution more representative of the
thermodynamic state.

Figure 4 compares the radial and angular distributions
resulting from the TS force field with those from the force-
matched force field, TSf PW. In many respects, the purely
short-range PW force field actually does remarkably well at
reproducing the structure of the TS system. The Si-O and
O-O radial distribution functions, as well as many of the
angular distributions (see Figure 3), are in very close
agreement. The silica tetrahedra that result from the TS
force field are accurately reproduced by the PW force field.
The largest discrepancies are observed in the Si-Si radial
and the Si-O-Si angular distributions. In the PW force field,
the Si atoms are about 0.1 Å farther away from each other
and the Si-O-Si is about 10° larger than that observed in
TS. Furthermore, the small peak occurring between 80° and
100° in the TS Si-O-Si distribution is completely absent
in the PW system. This peak is a sign of the existence of
two-membered silica rings.24 As discussed above, there is
no prior experimental or simulation work suggesting the
formation of two-membered rings at room temperature.
However, the Si-O-Si angle distributions obtained from
ab initio molecular dynamics simulations11 at 3000 K do
indicate the presence of rings. The TS force field thus appears
to reproduce the structure of silica quite well at 3000 K. For
the TS configuration, the magnitude of the dipole on oxygens
belonging to such rings is distinctly different from the rest
of the atoms (1.93((0.04) D in the two-membered rings
versus 1.46((0.01) D for all the other oxygens). The
discrepancies between the PW and TS force fields are a result
of the fact that the PW force field is incapable of reproducing
the forces needed to describe such a large difference in local
environments.

Figure 2. Shows the (a) Si-Si, (b) Si-O, and (c) O-O
pairwise force at the end of the first (long dashes), second
(short dashes), and final (solid) SCFM iterations for the TS
f PW force field. The “soft” regions of the hard restraining
potential for the Si-O and O-O forces can be seen at ∼1.3
and ∼1.9Å, respectively.
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Force Matching DFT Forces onto a Pairwise Force
Field. Two previous studies have attempted to use force
matching to construct a PW potential for silica from DFT
forces.11,36 In these studies, the PW potential resembled the
functional form of the BKS potential,6 and nonlinear force
matching was used to find the parameters. However, in both
cases, the resultant force fields failed to give reasonable silica
structures. Using the methods described in this article, we
were able to obtain a PW potential for silica parametrized
from DFT forces, DFT f PW, that does give reasonable
silica structures (see Figure 7, which compares this PW
potential with a many-body potential discussed below). The
failure of the previous models is likely a consequence of
either the difficulty of minimizing the residual of eq 1 with
nonlinear methods or the inability of the rigid functional form
of the BKS potential to properly fit the DFT forces.

Force Matching DFT Forces onto a Many-Body Force
Field. The TS force field was originally parametrized using
nonlinear force matching, where both the short-range pair-
wise potential and screening functions were represented as
fixed functional forms. To determine if the nonlinear fitting
or the chosen functional forms may have given rise to any
significant artifacts (as was observed in the PW case
discussed above), we reparametrized the TS force field using
tabularized forces and a screening function as given in eqs
3 and 19. This new force field will be referred to as the
reparametrized Tangney-Scandolo (RTS) force field. Hard
restraining potentials with “soft” regions were again used

during SCFM. At very short distances that were not sampled,
the screening function was set to -14.4 eV Å/e2, which
corresponds to complete screening, and linearly interpolated
over 0.5 Å to its value at the shortest distances that were
sampled.

As can be seen from Figure 5, the pairwise forces and
screening function for the RTS force field closely match those
of the original TS in the regions that were sampled in the
SCFM simulations. The largest discrepancies are in the Si-Si
pairwise force. The RTS Si-Si force is distinctly more
attractive over nearly all distances sampled. This highlights
one of the problems associated with picking a strict functional
form and using a nonlinear force matching algorithm: the
Si-Si pairwise force function used in TS gives a very poor
fit to the forces observed using the tabularized potential.
Nevertheless, the rather noticeable differences in the Si-Si
force only leads to subtle differences in the resultant structure,
as shown in Figure 6. The first peaks in the RTS radial
distribution functions are shifted out by less than 0.1 Å, and
the major peak in the Si-O-Si distribution is about 5°
smaller. The RTS force field also shows a similar number
of two-membered rings and is in good agreement with
previous ab initio molecular dynamics simulations.11

Figures 7 and 8 compare the RTS force field with the DFT
f PW force field discussed above, which were both
parametrized from DFT calculations using the same proce-
dure. Most of the structural parameters are in extremely close
agreement. For perfect tetrahedra, the O-O-O angle is 60°,

Figure 3. Several angle distributions for the initial set of configurations sampled from BKS simulations (iteration 0, long dashes),
the configurations resulting from the first force field (iteration 1, medium length dashes), the final configurations from the converged
force field (iteration 10, solid), and configurations sampled from TS simulations.
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the O-O-Si angle is 35°, and the O-Si-O angle is 109°.12

Both the PW and many-body force fields give angles very
close to these ideal values, indicating the presence of well-
formed tetrahedra. However, similar to the differences
observed between the TS and TS f PW force fields, the
Si-Si radial, and Si-O-Si angular distributions differ
significantly between the force fields. The PW force field
gives larger Si-O-Si angles and does not show as strong
of a tendency to form two-membered rings. Consequently,
the average distance between Si atoms is larger with the PW
force field. Again, these discrepancies have to do with the
PW force field’s inability to properly account for the large
differences in forces that occur when two-membered rings
form at 3000 K.

Annealing TS and RTS to 300 K. One of the original
motivations for reparametrizing the TS force field concerned
an anomaly we noticed when annealing TS to 300 K.
Annealing was performed by taking configurations sampled
at 3000 K and then setting the Nosé-Hoover37 target
temperature to 300 K and varying the thermostat relaxation
time. The two-membered rings observed in the 3000 K
simulations were again found in the annealed configurations
(see Figure 9). Annealing times up to 500 ps were tested
and gave results that were indistinguishable from much faster
annealing times of 50 ps. While two-membered rings have

been observed in ab initio molecular dynamics simulations
of bulk silica at 3000 K11 and are frequently observed as
hydrolyzable defect sites in silica surface simulations,8,25-28

we are not aware of any other bulk simulations or experi-
ments that give two-membered rings at 300 K. We were able
to remove these artifacts by adding a hard restraining
potential to the Si-Si potential. However, the influence of
the hard restraining potential had to be extended past the
first peak in the Si-Si radial distribution function. This
effectively replaced all the parametrized Si-Si interactions
with an ad hoc potential, which we believe is an unacceptable
method of removing the artifacts.

We therefore reparametrized the TS potential, with the
expectation that the two-membered rings were a consequence
of a poor fit of the TS potential to the ab initio forces at
short distances and that a more flexible pairwise potential
would remove the artifacts. Indeed, the original TS Si-Si
force is not a good fit to the forces obtain using a tabularized
potential (see Figure 5). However, as seen in Figure 9, the
two-membered rings were also observed in the RTS simula-
tions, although perhaps to a slightly smaller extent. While
peaks in the Si-Si radial and Si-O-Si angular distribution
functions corresponding to the two-membered rings appear
small, about 1% of the oxygens belong to two-membered
rings. For these 72 atom simulations, almost one out of every
four configurations contain a two-membered ring.

Figure 4. Shows (a-c) radial and (d) angular distributions
of the silica atoms obtained from the TS force field (solid lines)
and the TS f PW force field (dashed lines).

Figure 5. Comparison of the (a-c) pairwise forces and (d)
screening function between the reparameterized TS force field
(solid lines) and the original (dashed lines).
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Given the lack of any experimental data supporting the
existence of two-membered rings in bulk silica, it seems
likely that these are artifacts of the model. There are a few
potential origins of the artifacts. One problem could be that
the potential is essentially accurate, but that the annealing
times are far too fast to allow for sufficient equilibration.
Proper equilibration becomes particularly difficult when more
degrees of freedom are added to the system (i.e., the dipoles).
While we probed annealing times from 50 to 500 ps and
did not observe significant differences in the formation of
the rings, it is possible that computationally inaccessible
annealing times could remove the two-membered rings.
Another possibility is that the DFT calculations may not be
giving completely accurate forces; at best, force matching
can only give a force field that is as accurate as the
underlying ab initio forces. Finally, it is possible that the
polarizable ion model32 may not be sufficient for describing
silica under different thermodynamic conditions. For ex-
ample, changes in the local density upon cooling could
conceivably give rise to different effective charges on the
Si and O atoms, an effect not captured by the present model.

IV. Conclusions

This article explored how force matching can be used to
construct classical force fields for silica. Three force fields
were developed. The first force field was a purely short-

range pairwise force that was parametrized from forces
obtained from the TS potential. The pairwise potential

Figure 6. Shows (a-c) radial and (d) angular distributions
of the silica atoms obtained from the TS force field (solid lines)
and the RTS force field (dashed lines).

Figure 7. Shows (a-c) radial and (d) angular distributions
of the silica atoms obtained from the RTS force field (solid
lines) and the DFT f PW force field (dashed lines).

Figure 8. Angular distributions for the RTS force field (solid
lines) and the DFT f PW force field (dashed lines).
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reproduced the tetrahedral structure of the basic silica units
and was in good agreement with several other structural
parameters. However, the pairwise potential was unable to
reproduce the correct Si-O-Si angle that connects the silica
tetrahedra. This is because the Si-O-Si angle modulates
the polarization of the oxygen and subsequently affects forces
on nearby atoms. A pairwise model is incapable of reproduc-
ing this effect; but more importantly, these results demon-
strate that the Si-O-Si angle is explicitly sensitive to many-
body effects that cannot be “averaged out” using an effective
pairwise form.

The second force field developed was a purely short-range
pairwise force that was parametrized from forces obtained
from DFT calculations. Previous attempts11,36 at parametriz-
ing a purely short-range pairwise force failed to give
reasonable silica structures. This is likely due to the fact that
this earlier work relied on strict functional forms for the
potential and a nonlinear force matching algorithm. By
employing a linear tabularized potential, we were able to
develop a pairwise force field for silica that gives the correct
tetrahedral structure. However, the Si-O-Si angle distribu-
tion is similar to that obtained using the first pairwise force
field obtained from the TS forces. This suggests that the
pairwise force field parametrized from DFT forces is also

not properly reproducing the many-body effects involved in
linking the silica tetrahedra.

The third force field developed was based on the TS force
field, but where the short-range pairwise forces and screening
function were replaced with linear tabularized functions
(RTS). While the RTS Si-Si pairwise force is distinctly
different from TS, only minor differences were observed in
the resultant structure.

Lastly, our results also demonstrate some of the challenges
involved in transferring a force field parametrized at one
thermodynamic state to another. While the TS force field
reproduces the structure of molten silica at 3000 K as
determined from ab initio molecular dynamics calculations,11

annealing the model to 300 K gives two-membered rings
that have not been observed in other simulations or experi-
ments. Failure of the model to anneal properly could indicate
that the polarizable model needs to be augmented with more
complex features, such as the ability to undergo charge
transfer.
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Abstract: We demonstrate a systematic optimization of the activation barrier of CO dissociation
on cobalt surfaces on the basis of a chemical bonding picture of the corresponding transition
structures. In particular, Co clusters adsorbed on MgO(100), graphene, and carbon nanotubes
have been investigated. We discovered that the C-O moiety has a polar covalent character at
the transition state which is feasibly stabilized by electrostatic interactions. This can be realized
by replacing the �-Co atom with a less electronegative transition metal atom. The effect of 13
different substituting elements on CO dissociation has been investigated.

Introduction

Modern experimental and theoretical methods have been used
for understanding elementary industrial processes, such as
CO oxidation,1-3 CO activation,4,5 oxygen reduction reaction
(ORR),6-8 and olefin metathesis.9 In particular, the inves-
tigations can be consolidated by multiphysics approaches,
e.g. using surface science techniques and first-principles
calculations.10-12 The knowledge thus obtained has impacted
on the enhancement of power efficiency and the development
of renewable energy resources.

Using modern apparatus, the screening of potential cata-
lysts can be achieved without a detailed chemical under-
standing. For instance, a parallel screening of bimetallic
catalysts for ORR was carried out using scanning electro-
chemical microscopy (SECM).13 Despite this, the automatic
screening process has certain limitations on the systems of
great complexities, and detailed mechanistic studies on those
cases would be desired. One of the examples is the CO-
poisoning problem in fuel cells which is due to an inevitable
contamination of hydrogen gas by carbon monoxide.14

Another example is a debate about the initial activation
mechanism in the Fischer-Tropsch (FT) process which
converts CO and H2 into liquid hydrocarbons using cobalt-
containing catalysts: one proposed mechanism involved

formation of C, O, and H adatoms, another one involved
hydrogen-assisted C-O bond cleavage.15

First-principles calculations were proven to be powerful
to resolve the influencing factors in the complicated pro-
cesses. Based on the computed energetics results, the relative
importance of reaction channels can be estimated, and the
underlying mechanism can be rationalized by chemical
bonding analyses. Recently, we have discovered that the
short-range electrostatic effects were significant in tailoring
the O2 dissociation process, which was crucial for both the
ORR and CO oxidation.8 This was realized by a recent
implementation of Bader analysis on charge density grids
generated by planewave DFT calculations.16,17

The stabilization mechanism is illustrated in Scheme 1.
The O2 molecule exhibits no dipole moment in gas phase.
Surprisingly, the O2-species at the transition structure showed
a considerable polar character.17 So, an embedded ion at the
reactive site can stabilize the transition state, while the
precursor state is less affected. As a result, the O2 dissociation

* Corresponding author phone: +49-441-798-3681; fax: +49-
441-798-3964; e-mail: thorsten.kluener@uni-oldenburg.de.

Scheme 1. Electronic Interaction between O2 and a
Transition Metal Surface during the O2 Dissociation
Process
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barrier can be manipulated. Short-range electrostatic effects
may also be important for the gas reformation on the
polarizable transition metal oxide substrates, such as ZnO,18

and further confirmation will be required.
In this study, we examine the electrostatic effects on the

CO activation on both cobalt nanoparticles and flat cobalt
surfaces. In the case of CO, the carbon atom would be more
negatively charged in the course of the dissociation process.
Therefore, the CO activation is affected by the electrostatic
effects. Similar effects for various adsorbate/substrate sys-
tems have been reported in the literature.19-32 We selected
a series of dopants of various electronegativities and found
that the larger electronegativity difference between the doping
element and cobalt was the stronger the stabilizing effect
turned out to be. Our study illustrates the promoter effect
by doping a reducing atom, which paves the way to enhance
the efficiency of CO activation. Nevertheless, catalytic CO-
activation is mechanistically very complicated, and our
results can only be regarded as model studies in particular
given the fact that we try to identify quite simple, i.e.
electrostatic mechanisms. Although reality might be much
more complex, we hope that this work stimulates further
computational studies. Open questions concern the observa-
tion that the Pd-promoter effect is currently found not to be
due to electrostatic interactions and the promoting behavior
of Pd is not known yet.33

Computational Details

Model. For isolated clusters, a 15 × 15 × 15 Å3 cubic
supercell with Γ-point sampling has been used. For supported
clusters, we considered graphene, (6,6) single-walled carbon
nanotube (SWNT), and MgO(100) as supports. For the
cluster/graphene system, we used a hexagonal supercell (a
) 12.2 Å and c ) 16.0 Å), with a 2 × 2 × 1 Monkhorst-
Pack (MP) mesh for k-space integration. For the cluster/(6,6)
SWNT system, we used an orthorhombic supercell (18.0 ×
23.9 × 12.3 Å3) with a 1 × 1 × 2 MP k-point mesh. For
the cluster/MgO(100) system, we used three layers of MgO
in a tetragonal supercell (a ) 12.0 Å and c ) 20.3 Å) with
a 2 × 2 × 1 MP k-point mesh. For each system, systematic
convergence checks were performed with respect to slab
thickness, k-point sampling, and cutoff.

To study CO dissociation on pure and substituted Co(0001)
surfaces, we used a (3 × 3) Co(0001) surface slab of three
atomic layers in a hexagonal supercell (a ) b ) 7.47 Å, c
) 8 Å). A 2 × 2 × 1 MP mesh was chosen for k-space
integration. The optimized structure of Co(0001)-CO was
taken as a starting configuration of a MD-simulation, in
which the sample was heated to 300 K for 250 fs, and then
a constant temperature MD trajectory was calculated for a
total simulation time of 1 ps, using Nosé-Hoover thermostat
and a time step of 0.5 fs.34 Constrained MD simulations were
carried out subsequently, with the C-O distance of 1.2, 1.5,
1.8, 2.1, and 2.4 Å. Each trajectory was propagated at 50 K
for 250 fs. The structure at the end of the last trajectory was
optimized, and the minimum energy path was located by
the climbing-NEB scheme.

Theory. We used the Vienna Ab Initio Simulation Package
(VASP)35-38 to perform spin-polarized DFT calculations.

The PBE exchange-correlation functional within the general-
ized gradient approximation (GGA) was chosen.39 Pseudo-
potentials constructed by the PAW method were adopted.40

The planewave and augmentation charge cutoffs were set to
400 and 645 eV, respectively. Geometry optimizations were
carried out by the conjugate gradient scheme in VASP. The
geometrical parameter space was explored by starting at
different initial cluster orientations and adsorption sites. The
convergence threshold was set to 10-4 eV for both electronic
structure calculations and geometry optimizations. The
climbing-Nudged Elastic Band scheme was employed to
search for transition structures.41,42 Methods of charge
topology analyses are referred to refs 16 and 17.

Results and Discussion

To illustrate the electrostatic effects on CO activation, we
model the cobalt surfaces by using an icosahedral Co13

particle because of its small size and thermal stability.43,44

We calculated the CO dissociation process on a bare Co13

particle starting from their chemisorbed forms. On the surface
of the bare Co13 particle, CO adsorbs on a 3-fold hollow
site with a chemisorption energy of -2.22 eV. The CO
dissociation is slightly exothermic by 0.21 eV with a barrier
of 1.89 eV. The apparent barrier, relative to the isolated
reactants, is negative which means that the activation energy
of the dissociation is smaller than the chemisorption energy
of CO on the surface (|Ea| < |Echemi|).

We have explored the substrate effects on the CO
activation, by studying the reaction on the Co13 particle
deposited on several substratessgraphene, (6,6) single-walled
carbon nanotube (SWNT), and MgO(100). The Co13 particles
on graphene-like substrates, graphene sheet and SWNT, have
been considered. The strength of the Co13-graphene interac-
tion is considerable, resulting in an interaction energy of
-1.55 eV. The Co13 particle exhibits an even stronger
interaction with a (6,6)-SWNT surface (-2.35 eV). This fact
is due to the enhanced reactivity with increasing surface
curvature of the SWNT surface as compared to a flat
graphene sheet.45 In both cases, the net spin population was
reduced by about 20% as compared with the free cobalt
particle. Interestingly, despite strong interactions between the
Co13 particles and graphenic surfaces, the CO dissocation
barriers are only slightly reduced by 0.06-0.14 eV (cf. Table
1). Furthermore, the minor role of graphenic substrates was
confirmed by substrate deformation, where the mechanical
force changes the barrier height by only 0.05 eV on Co13/
graphene, and the effect is negligible ((0.01 eV) on Co13/
(6,6)-SWNT.

We also examined CO dissociation on an ionic MgO(100)
support for comparison. The Co13 particle is strongly bound
to the MgO(100) surface, with an adsorption energy of -3.78
eV. The Co atoms are mainly attached to the oxygen sites
of MgO, which is in accord with a former study by Xu et
al.46 Due to the symmetry mismatch, the triangular facet of
the Co13 particle attached to MgO(100) is distorted and
opened. On Co13/MgO(100), the CO dissociation barrier is
further reduced to 1.69 eV. When the MgO(100) surface is
compressed or stretched, the interaction with the distorted
Co facet is changed: the barrier height is increased by 0.36
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eV (5% compression) and 0.23 eV (5% expansion), respec-
tively. These changes are more pronounced than those on
Co13/graphenic surfaces.

To understand the trend of the CO dissociation barriers
on different supported Co13 particles, we illustrate the
differences by showing the structural parameters and chemi-
cal bonding pictures of the transition structures. The precursor
state contains a CO molecule adsorbing at the 3-fold hollow
site of the Co13 facet, while the C and O atoms as reaction
products will adsorb at the hollow sites of the neighboring
triangular facets. At the TS, the carbon atom has moved to
the next-neighboring triangular facet and is coordinated to
three Co atoms, while the O atom is adsorbed at the bridge
site with the C-O distances ranging from 1.86 to 1.88 Å,
respectively (cf. Figure 1). Interestingly, the structure of the
transition state is virtually identical for bare and supported
Co13 particles, indicating that the influence of the support
on the CO-dissociation barrier is not due to a simple
structural deformation. The transition structures for CO
dissociations on Co13 particles supported by deformed
substrates are also shown in Figure 2. All geometrical details
of the adsorbed particles will be provided to the interested
reader in the Supporting Information.

Instead, we found that the stabilization of the TSs was
influenced by the surface polarity. We used the electron-
localization-function (ELF)47 and Bader analysis16,17,48 to
illustrate this phenomenon. The ELFs for the transition
structures of CO dissociation on the supported Co13 particles
are shown in Figure 3. At the initial states, the hollow-site
CO exhibits a localized orbital between the carbon atom and

the Co13 surface, which refers to the 5σ orbital of CO. The
4σ-lone pair orbital localized on the oxygen atom of CO
and the C-O bond are visible as well.

At the TSs, the C-O bonding character greatly changes
(cf. Figure 3). The electrons surrounding the C and O atoms
exhibit a spherical shape, without a significant electron
density between the C and O atoms. This indicates that the
polar covalent character of the C-O bond increases at the
TS, which is further confirmed by characterizing bond critical
points (BCPs).17,48 On the supported Co13 particles, the
Laplacians of the electron density at the BCPs of C-O are
positive, revealing a dominating polar covalent character
between them (cf. Table 2).49 Moreover, the C and O atoms
are bonded to the Co13 surfaces by polar covalent bonds.

In addition, the surface polarity at the TS is demonstrated
by the electric charges and atomic dipoles (cf. Table 2).16

At the TS, both C and O atoms carry a negative charge,
which agrees with the finding of ELF. The magnitude of
these charges is not sensitive to the choice of support since
the differences are beyond the accuracy of a population
analysis. In contrast, a significant influence of the support
on the atomic dipole moments in the TS-structure can be
observed. Comparing the oxygen atomic dipole moment of
the CO-molecule on both supports in fact suggests that the
difference of atomic dipole moments on the two substrates
might be due to the significantly different electric field of
the supporting materials.

By chemical intuition, the transition state can be stabilized
by embedding positive ions at the surface, while the
chemisorbed CO molecule is less affected due to its charge
neutrality. As a result, the CO dissociation barrier is
adjustable. As mentioned above, the CO dissociation barrier
is slightly lower when Co13 is deposited on the MgO(100)
surface, as compared to the (6,6)-SWNT. By comparing the
difference of the Laplacian of the density at the BCP, we
identified that the bond number 3 was the most important in
stabilizing the transition state (cf. Table 2).

We hypothesize that the CO dissociation barrier can be
modified chemically by substituting a less electronegative

Table 1. Energetics of CO Dissociation on Supported Co13

∆E (eV)a Ea (eV)b ∆Ea (eV)c

bare Co13 -0.21 1.95 -
Co13/graphene -0.23 1.81 -
Co13/graphened -0.13 1.85 0.04
Co13/graphenee -0.17 1.86 0.05
Co13/(6,6)SWNT -0.02 1.89 -
Co13/(6,6)SWNTf -0.04 1.88 -0.01
Co13/(6,6)SWNTg 0.03 1.9 0.01
Co13/MgO -0.16 1.69 -
Co13/MgOh 0.16 2.05 0.36
Co13/MgOI 0.06 1.92 0.23

a Energy change: ∆E ) E[C(ad) · · ·O(ad)] - E[CO(ad)].
b Activation barrier: Ea ) E(TS) - E[CO(ad)]. c Change of
activation barrier (∆Ea) is referenced to the Co13 deposited on
undistorted support. d 2% compression, E(graphene) is increased
by 3.0 eV/cell. e 4% expansion, E(graphene) is increased by 2.3
eV/cell. f 2% compression, E(SWNT) is increased by 1.4 eV. g 4%
expansion, E(SWNT) is increased by 5.1 eV. h 5% compression.
I 5% expansion.

Figure 1. Transition structures of CO dissociation on sup-
ported Co13 particles.

Figure 2. Transition structures of CO dissociation on Co13

on deformed supports.
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metal atom at the � position relative to the CO-attached
cobalt facet. After substitution the geometry has been
reoptimized using various initial structures which yield
virtually identical results. We have selected transition metal
elements of different groups and different periods of the
periodic table, and also two main group elements (Li and
Na), as shown in Table 3. From this, the effect of atomic/
ionic size and electronegativity can be elucidated. It is
noteworthy that we chose elements exhibiting a larger
covalent radius than that of Co on purpose; otherwise, the
core Co atom might move toward the surface and the
skeleton of the model would be distorted.

Figure 4a reveals that the electronegativity of the substitut-
ing metal atoms plays an important role on the structure of
the transition state and the modification of the corresponding
energy barriers. When the difference in electronegativity
relative to Co increases, the extent of stabilization will
increase and the CO dissociation barrier height will decrease
(cf. Figure 4a). The stabilization effect is also revealed by
the Laplacian of the density: the more positive the Laplacian
of the density at the BCP is, the smaller the dissociation
barrier turns out to be.

We estimated the contributions of the electric monopoles
and electric dipoles in the overall electronic interactions, by
using the following formulas:50

Monopole interaction:

Eel(R
AB)) QAQB

4πε0R
AB

Dipole interaction:

Eel(R
AB)) µAµB

4πε0(R
AB)3

(cos �- 3cos RAcos RB)

QA and QB are estimated by the net charges of the atoms.
The definitions of other symbols are shown in Scheme 2.
To calculate the dipole-dipole interaction, the charge density
difference is used to obtain the net dipole moments. The
calculated results are also shown in Table 3 and Figure 4b.
The electrostatic interaction is mainly determined by the
monopole term. This can also be reflected by the charges of
the substituents. Consistent with our prediction, the dissocia-
tion barrier decreases with increasing electrostatic interaction.
It is of particular interest that Pd, which exhibits a promoter
effect, does not activate CO dissociation by electrostatic
interactions. Some exceptions are observed in Figure 4b,
including substituting the elements Y, Lu, and Pd, which
will be explained below.

Some of the data points in Figure 4 do not lie along the
trend-curve, where the cases of Li, Na, Pd, and Pt turn out
to be exceptions. These cases have very different transition
structures as shown in the insets of Figure 4. Other transition

Figure 3. Contour plots of the electron localization function: [a] connectivity of CO/bare-Co13 at the TS; [b] ELF of CO/Co13/
(6,6)SWNT at the precursor state; [c] ELF of CO/Co13/graphene at the TS; [d] ELF of CO/Co13/(6,6)SWNT at the TS; and [e]
ELF of CO/Co13/MgO at the TS.

Table 2. Properties of Bond Critical Points (BCPs) and
Charge Distribution at Transition Statesa

Co13/(6,6)SWNT Co13/MgO(100)

bond label Fb (au) ∇ 2F (au) Fb (au) ∇ 2F (au)

Co-C 1 0.14 0.33 0.13 0.31
Co-C 2 0.15 0.36 0.16 0.36
Co-C 3 0.12 0.37 0.13 0.09
Co-O 4 0.09 0.58 0.09 0.54
Co-O 5 0.12 0.71 0.12 0.71
C-O 6 0.10 0.18 0.10 0.18

charge distribution

Co13/(6,6)SWNTb Co13/MgO(100)c

label charge (e) µatom (D) charge (e) µatom (D)

Co atom +0.17d 1.11 +0.06d 1.07
C atom -0.57 1.73 -0.56 1.60
O atom -0.84 0.25 -0.82 0.47

a Atomic units are expressed as e bohr-3 and e bohr-5 for Fb

and Laplacian, respectively. Atom numbering refers to Figure 3a.
b (6,6)-SWNT, chemical formula: C120. c MgO(100), chemical
formula: Mg48O48. d Average charge on Co atoms.

Table 3. Energetics of CO Dissociation on Substituted
M-Co12 Particles

particle ∆E (eV)a Ea (eV)b
Emono

c

(1/4πε0)
Edipole

d

(1/4πε0)
chargeM

(e)

LiCo12 -0.01 1.67
NaCo12 -0.34 1.72
YCo12 -0.15 1.45 -0.74 0.09 +1.34
LuCo12 -0.09 1.51 -0.78 0.09 +1.40
TiCo12 0.02 1.72 -1.02 0.12 +1.75
ZrCo12 0.09 1.66 -1.59 0.13 +2.42
HfCo12 0.14 1.61 -2.08 0.10 +2.80
MoCo12 -0.55 1.84 -0.49 0.07 +0.82
WCo12 -0.16 1.87 -0.61 0.07 +1.00
RuCo12 -0.48 1.79 -0.35 0.07 +0.14
OsCo12 -0.63 1.81 -0.35 0.07 +0.03
Co13 -0.21 1.89 -0.37 0.08
PdCo12 0.07 2.14 -0.49 0.09 -0.41
PtCo12 -0.02 1.77 -0.58 0.07 -0.69

a Energy change: ∆E ) E[C(ad) · · ·O(ad)] - E[CO(ad)].
b Activation barrier: Ea ) E(TS) - E[CO(ad)]. c Energy contribution
due to the electric monopole term at the transition state. d Energy
contribution due to the electric dipole term at the transition state.
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structures can also been found in Figure 5. In case of Li and
Na, a charge transfer from the alkaline atom to the Co particle
occurs, resulting in a significant distortion of the Co particle.
For Pd and Pt, the C atoms are bonded to the hollow-site
where the precursor-CO is located, instead of bonding to
the �-Pd or the �-Pt atom, respectively. These structural
differences explain the scattering of data points in Figure 4.
Moreover, the barriers have been significantly reduced using

Lu and Y. When these two low-valent transition metal
elements are used, the triangular facet of M-Co12 can be
opened which is attributed to the weaker M-Co covalent
interaction. As a result, the C atoms have higher coordination
at the TS structures, leading to increased stability.

The abovementioned chemical tailoring is applied to the
doped MCo12 model. Under experimental conditions, how-
ever, the assumed structural skeleton may be distorted
depending on the thermal stability of the nanoparticles. We
have used ab initio molecular dynamics simulations to test
the structural stability of the particles. In these simulations,
the optimized geometry was heated to the desired temperature
(300 or 500 K) for 1 ps, followed by a longer molecular
dynamics simulation for 10 ps using a Nosé-Hoover
thermostat.34,51 The time interval was set to 2 fs.

Our prediction of CO dissociation on icosahedral particles
is valid in the low-temperature regime (300 K) (cf. Figure
6); at higher temperature (500 K), the nanosized particles
exhibit different structures (cf. Figure 7). Nevertheless, the
unravelled stabilization mechanism of CO at the transition
state should be applicable for other surfaces of different
morphology as well.

We have also considered the flat Co surfaces of different
chemical composition. In detail, we selected Hf-, Lu-, Y-,
and Zr-substituted Co(0001) surfaces, as these dopants
exhibited a larger promoter effect on the CO activation on
substituted-Co13 particles. Here, the surface slabs keep their
structures at elevated temperature.

For comparison, we have calculated the reaction profile
of the CO dissociation on the pure (3 × 3)-Co(0001) surface
(cf. Table 4 and Figure 8). In this case, the chemisorbed CO
exhibits a dissociation barrier of 2.47 eV, forming C(ad) and
O(ad), and the corresponding reaction energy is found to be
0.93 eV. Compared to the energetics of CO dissociation on
the Co13 particle, the barrier and reaction energy of CO
dissociation on the flat Co(0001) surface are raised by 0.58
and 1.14 eV, respectively. The enhanced reactivity of the
Co13 particle is due to its higher curvature where the effect
is even more pronounced in the product states [C(ad) · · ·O(ad)].
Curvature effects can also be found on single-walled carbon
nanotubes and low-coordinated transition metal surfaces.52,53

In addition, the apparent barrier is found to be 0.71 eV, which
is comparable to the previous theoretical value of 1.04 eV
as reported on a (2 × 2)-Co(0001) surface.15,54

In agreement with our prediction by the Co13 model, the
CO dissociation barrier is significantly reduced on the
substituted-Co(0001) surfaces (cf. Table 4). With a transition
metal substituent, the barrier is significantly reduced by
0.76-1.14 eV, resulting in a negative apparent barrier
varying from -0.1 eV to -0.5 eV. We have also found a
correlation between the activation energies obtained from
the substituted cobalt surfaces of different curvatures (cf.
Figure 9). Interestingly, a nice correlation is observed among
pure cobalt, Hf- and Zr-substituted cobalt surfaces, which
supports our intuition that the CO dissociation barrier can
be engineered by introducing a less electronegative transition
metal atom.

The explanation as mentioned above for the extraordinary
low CO dissociation barriers for YCo12 and LuCo12 can also

Figure 4. [a] Relation of dissociation barrier and the elec-
tronegativity of the substituted metal atom and [b] dependence
of dissociation barrier on the electrostatic interactions.

Scheme 2. Parameters Required To Calculate the Energy
Contribution Due to Monopole and Dipole Interactions
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Figure 5. Transition structures for CO dissociations on MCo12 particles.

Figure 6. Structures of MCo12 particles after 300 K MD runs.
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Figure 7. Structures of MCo12 particles after 500 K MD runs.

Figure 8. Initial, final, and transition structures for CO dissociations on substituted Co(0001) surfaces are shown in left, middle,
and right columns, respectively.
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be used for the scattered data of Y- and Lu-substituted cobalt
surfaces. It should be mentioned that the minimum energy
pathways lead to different oxygen coordination in the product
states. For Y- and Lu-substituted Co(0001) surfaces, the
oxygen adatoms occupy the hollow sites of the triangular
Y-Co-Co and Lu-Co-Co facets, respectively, while the
oxygen adatoms occupy the on-top sites of the dopants of
other substituted-Co(0001) surfaces. Therefore, the CO
dissociation reactions are found to be exothermic on the
models Lu-Co(0001) and Y-Co(0001) (conf 2) but endo-
thermic on other models.

Conclusion

In conclusion, we performed large-scale DFT calculations
to study the CO activation on Co13 particles. We discovered
the role of electrostatic interactions on stabilizing the
transition states, while the initial structures were less affected
due to the charge neutrality of the adsorbed CO-molecule.
Our results revealed a controllable CO activation by replacing
the �-Co atom. This strategy is also applicable on substituted-
Co(0001) surfaces. In addition, as shown in this work, the
Pd-dopant (one of the promoters in the FT process)2 is unable
to activate the CO dissociation via electrostatic effects. This

motivates a further investigation on the CO activation
mechanism on Pd-doped cobalt surfaces, and a detailed
mechanistic study is currently being undergone in our group.
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Abstract: We have tested a variety of approximate methods for modeling 30 systems containing
mixtures of nitrogen heterocycles and exocyclic amines, each of which is studied with up to 31 methods
in one or two phases (gaseous and aqueous). Fifteen of the systems are protonated, and fifteen are not.
We consider a data set consisting of geometric parameters, partial atomic charges, and water binding
energies for the methotrexate fragments 2-(aminomethyl)pyrazine and 2,4-diaminopyrimidine, as well
as their cationic forms 1H-2-(aminomethyl)pyrazine and 1H-2,4-diaminopyrimidine. We first evaluated
the suitability of several density functionals with the 6-31+G(d,p) basis set to serve as a benchmark by
comparing calculated molecular geometries to results obtained from coupled-cluster [CCSD/6-31+G(d,p)]
wave function theory (WFT). We found that the M05-2X density functional can be used to obtain reliable
geometries for our data set. To accurately model partial charges in our molecules, we elected to use the
well-validated charge model 4 (CM4). In the process of establishing benchmark values, we consider
gas-phase coupled cluster and density functional theory (DFT) calculations, followed by aqueous-phase
DFT calculations, where the effect of solvent is treated by the SM6 quantum mechanical implicit solvation
model. The resulting benchmarks were used to test several widely available and economical semiempirical
molecular orbital (SE-MO) methods and molecular mechanical (MM) force fields for their ability to
accurately predict the partial charges, binding energies to a water molecule, and molecular geometries
of representative fragments of methotrexate in the gaseous and aqueous phases, where effects of water
were simulated by the SM5.4 and SM5.42 quantum mechanical implicit solvation models for SE-MO
and explicit solvation was used for MM. In addition, we substituted CM4 charges into the MM force fields
tested to observe the effect of improved charge assignment on geometric and energetic modeling. The
most accurate MM force fields (with or without the CM4 charges substituted) were validated against
gas-phase and aqueous-phase geometries and charge distributions of a larger set of 16 druglike ligands,
both neutral and cationic. This process showed that the Merck Molecular Force Field (MMFF94) with or
without CM4 charges substituted, is, on average, the most accurate force field for geometries of molecules
containing nitrogen heterocycles and exocyclic amino groups, both protonated and unprotonated. This
force field was then applied to the complete methotrexate molecule, in an effort to systematically explore
its accuracy for trends in geometries and charge distributions. The most accurate force fields for the
binding energies of nitrogen heterocycles to a water molecule are OPLS2005 and AMBER.

1. Introduction

Continuing advances in molecular modeling and computa-
tional chemistry have greatly facilitated the structure-based

design of small-molecule inhibitors of proteins.1-15 Although
molecular mechanics (MM) force fields16-20 can model
protein structure, they often lack parameters that accurately
represent the heteroatomic groups present in pharmaceuti-
cals.21-23 Density functional theory24 (DFT) and wave
function theory (WFT)25 do not require new parameters for
each type of atom; however, current technology still limits
the calculations to smaller molecules and exploratory studies
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on larger systems. Two viable approaches for simulating a
protein bound to a druglike inhibitor are to obtain MM
parameters for force fields that yield accurate molecular
geometries and partial charges or to find a suitable level of
combined QM/MM theory26-28 in which a critical or active
region of the system is treated by quantum mechanics (QM)
and the surrounding areas by MM. An economical QM level
for such calculations would be semiempirical molecular or-
bital29-34 (SE-MO) theory. For small enough QM regions
or short simulations, one can also use more reliable QM
methods such as DFT. Reliable WFT calculations are,
however, affordable only for the smallest systems.

A recent application of molecular modeling is the predic-
tion of mutation effects on protein-protein interactions.35-42

Protein multimer stability can be modified through the
introduction of interfacial residue mutations, and it would
be valuable to be able to predict the relative change in
stability of a mutated protein multimer compared to the wild-
type species. Such calculations would aid in understanding
the functional evolution of proteins, as well as the develop-
ment and control of stable, self-assembled protein structures,
with applications ranging from nanoscale multiprotein con-
structs to drug delivery. With the advent of chemically
induced dimerization (CID), our laboratory has demonstrated
the ability to create self-assembled E. coli dihydrofolate
reductase (DHFR) dimers from naturally existing DHFR
monomers using a bivalent methotrexate dimerizer (MTX2,
complex-DHFR2MTX2) (Figure 1).43 While the nature and
effects of linker length have been examined previously, we
are still in the early stages of in vitro and in silico observation
of interfacial mutation effects on the dimer. We have found
that the introduction of complementary interfacial mutations
putatively leads to a stabilized DHFR heterodimer, which
allows for a level of control over the assembly of such
constructs.

One complicating issue present in our system, as well as
other biological systems, is the protonation state of the ligand
in solution and in complex with the protein. While the DHFR
inhibitor MTX is unprotonated in solution, it is protonated
on N1 (Figure 2) when bound to DHFR.44,45 This raises the
question of whether it is appropriate to use a single set of
MM parameters to describe MTX both in solution and bound
to the enzyme. To assist the in silico prediction of mutation
effects on dimer stability, we have undertaken a study to
develop a set of MM parameters that can accurately model
the DHFR2MTX2 complex. To accomplish this goal, we will
first try to establish an accurate method to model the single

substrate, MTX, and then try to extend this method to the
DHFR2MTX2 complex. During this process, we have tested
a large variety of methods on a set of druglike molecules
containing nitrogen heterocycles and exocyclic amino groups,
and the results of these tests are presented in the present
article because they should be of general interest for a variety
of potential applications.

A critical issue in simulating systems with nitrogen
heterocycles is modeling the charge distributions. Because
partial charge distributions are not experimental observables,
we will rely on theory to establish reasonable values. For
this purpose, we first require accurate geometries, and we
begin by establishing benchmark values using high-level
WFT and DFT calculations on the MTX fragments 2-(ami-
nomethyl)pyrazine (2-AMP), 1H-2-(aminomethyl)pyrazine
(1H-2-AMP), 2,4-diaminopyrimidine (2,4-DAP), and 1H-
2,4-diaminopyrimidine (1H-2,4-DAP). These fragments were
chosen because of the role of the pteridine moiety in MTX
binding to the DHFR active site. We then use DFT with
class IV charges46 to establish benchmark partial atomic
charges. Coupled cluster theory47,48 with single and double
excitations (CCSD) and the M05-2X49 density functional
with the 6-31+G(d,p)50 basis set are used for geometries,
and charge model 451 (CM4) is used for partial atomic
charges. The performance of widely available SE-MO and
MM parametrizations is then surveyed for these four frag-
ments to find the parametrized model that most accurately
predicts the geometries, binding energies to water, and charge
distribution of the unprotonated and protonated states of
2-AMP and 2,4-DAP. In addition, we consider the selected
MM methods when CM4 charges are substituted for the force
field’s default charges in an effort to observe if increased
accuracy in partial charge distribution leads to increased
performance in geometric and energetic modeling. The most
accurate methods are then used to calculate partial charges
and geometries for a series of pharmacophorically similar
molecules containing nitrogen heterocycles and exocyclic
amines, and these results are compared to DFT and CM4
benchmarks to explore the validity of our chosen MM
parameters more broadly.

2. Methods and Software

2.1. Computational Methods. For geometries, we con-
sider three categories of QM theory plus MM. The QM
categories are WFT, DFT, and SE-MO. For partial charges,
we consider Mulliken population analysis,52 MM53-57 and
the CM1,46 CM2,58 CM3,59 and CM451 charge models. DFT
calculations in the aqueous phase use the implicit solvation
model SM6,51 while solvation in SE-MO methods30-32 was
included by using the implicit SM5.460 or SM5.4261 solvation

Figure 1. DHFR2MTX2 chemically induced dimer.

Figure 2. Structure of methotrexate.
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models. For aqueous-phase MM calculations, we employed
explicit solvation using the respective programs’ soak
algorithms in conjunction with periodic boundary conditions
(minimum cell size of 15 × 15 × 15 Å) to eliminate
solvent-vacuum interfaces.

WFT calculations were carried out by CCSD with the
6-31+G(d,p)50 basis set. These calculations were carried
out with the Gaussian03 computer program (Gaussian,
Inc.).62 The CCSD method was chosen over the popular
Møller-Plesset second-order perturbation theory63 as CCSD
(or the closely related QCISD64) has been shown to yield
more accurate geometries.65

TheDFTmethodsexaminedareB3LYP,66,67 mPW1PW68,69

(which is also called mPW1PW91, mPW0, and MPW25),
MPWB1K,67,69,70 MPW1KCIS,71 M06-L,72 and M05-2X49

with the 6-31+G(d,p)50 basis set. Calculations were per-
formed using a locally modified version of the Gaussian03
program incorporating the MN-GSM 6.073 and MN-GFM
2.0.174 solvation and DFT modules. To select a density
functional to generate benchmark values, gas-phase calcula-
tions were carried out, and the resulting geometries were
evaluated relative to CCSD. The best functional was
subsequently used to perform calculations in the aqueous
phase using the SM651 solvation model for implicit solvation.

We have tested charge model 4 (CM4) partial charge
assignments based on gas-phase and SM6 DFT calculations.
CM4 charges, the fourth generation of class IV46 charges,
have a distinct advantage over the class II52,75-77 and III78-80

charges used in Gaussian03. Whereas the reliability of class
III charges depends on the wave function and basis set used,
class IV charges represent an extrapolation to full configu-
ration interaction with a complete basis set.46,51 Furthermore,
class III charges are unstable with respect to buried
charges,81-84 while class IV charges provide a reliable
method for obtaining buried charges. CM4 charges, in
particular, have been parametrized against a large training
set (398 molecules) and are well suited for modeling aliphatic
functional groups, which makes them more suitable for
modeling hydrophobic effects, a primary factor in protein-
protein interactions.

SE-MO methods examined in the current study include
AM1,30 PM3,31,32 and PDDG/PM3.85 Calculations were
performed for AM1 and PM3 using AMSOL 7.186 (a
derivative of AMPAC 2.1) with Mulliken, CM1, CM2, or
CM3 charges obtained from gas-phase calculations. For
aqueous-phase AM1 and PM3 calculations, AMSOL 7.1 was
used to obtain Mulliken, CM1, or CM2 charges within the
SM5.4 (for Mulliken and CM1) or the SM5.42 (for CM2)
solvation models. GAMESSPLUS87 was used to obtain a
second set of CM3 charges in the gas phase in an effort to
test consistency in charge assignment across software. The
notation used in this article for AM1 calculations with
differing partial charge assignments is AM1, AM1-CM1,
AM1-CM2, and AM1-CM3 for AM1 calculations with
Mulliken, CM1, CM2, and CM3 charges, respectively. The
notation for the PM3 calculations is analogous to that for
AM1. It is important to note that because they are post-self
consistent field (SCF) analysis tools, CMx or Mulliken
charges of gas-phase wave functions do not alter an

optimized molecule’s geometry. Slight differences may be
attributed to variances in the convergences of the SCF and
geometry optimizations. In solution, each SMx model uses
a particular choice of charge model; this choice, along with
all the other SMx parameters, does affect the molecules’
geometry. PDDG/PM3 gas-phase optimizations were per-
formed using MOPAC 5.011mn,88 and Mulliken partial
atomic charges were obtained. In addition, PM3-Mulliken
charge analyses were carried out with Gaussian03 and
MOPAC 5.011mn as part of a comparison between partial
atomic charges assigned to optimized geometries calculated
by PM3 and PDDG/PM3.

The MM force fields employed are AMBER,55 AMBER*,
CVFF,53 CFF91,89 MMFF94,56 OPLS2005,57 and Tripos.54

The AMBER force field employed is the ff03 version,90 in
conjunction with the general atom force field91 (GAFF)
commonly utilized for small organic systems. The AMBER*
force field contains additional atomic parameters as imple-
mented in MacroModel. In most cases, we elected to use
nonrigid water with each force field’s default parameters for
water molecules. However, the AMBER* force field was
locally modified to use OPLS2005 nonrigid water (in
OPLS2005, the nonrigid water has the same Lennard-Jones
parameters as the rigid TIP3P water model), and the AMBER
force field, via the SOLVATEOCT command, utilized the
rigid TIP3P water model. Stretch, bend, Coulombic, and
Lennard-Jones parameters for the water models used can be
found in each of the force field’s descriptions (see references
above), except for AMBER*, for which the modified water
parameters are described by the OPLS2005 reference.

In addition to the standard force fields, we also employ
local modifications of the force fields that substitute CM4
charges for their default partial charges. This combination
of a force field and CM4 charges is denoted as X-CM4,
where X is the name of the original force field. In contrast
to gas-phase SE-MO calculations, when CMx charges are
used with MM, they can and do alter the optimized geometry.
Note that when we use CM4 charges with MM calculations,
we use gas-phase M05-2X/6-31+G(d,p)/CM4 charges
calculated at gas-phase M05-2X/6-31+G(d,p) geometries
for gas-phase MM calculations, and we use SM6/M05-2X/
6-31+G(d,p)/CM4 aqueous-phase charges calculated at
aqueous-phase SM6/M05-2X/6-31+G(d,p) geometries for
aqueous-phase MM calculations.

General MM optimization conditions consisted of at least
1000 steps of conjugate gradient minimization with an energy
gradient cutoff of 0.01 kcal mol-1 Å-1. In cases where water
was included, the entire system was minimized, and although
the stringent conditions for termination we have established
were not typically reached, the system energy fluctuated only
slightly around a stable potential energy. To test the effect
of water position around the small molecules on geometries,
six random orientations of 2-AMP and 2,4-DAP within the
water box were used in minimizations with OPLS2005-CM4
and MMFF94-CM4. Because this process yielded only a
slight standard deviation in geometries (on the order of less
than 0.006 Å in bond length and 0.7 degrees in bond angle),
we used only the default water orientation for all other
aqueous-phase MM optimizations. We note, however, the
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2-AMP and 2,4-DAP bond lengths and angles used for
OPLS2005-CM4 and MMFF94-CM4 assessment represent
the average of these six results. In binding energy studies,
water molecules were placed at positions on 2-AMP, 1H-
2-AMP, 2,4-DAP, and 1H-2,4-DAP, where the DHFR-MTX
crystal structure denoted that hydrogen bonding takes place
between the ligand and the enzyme.45 The small molecule
and water were optimized together, and the binding energy
of the complex computed by subtracting the energies of the
individual optimized molecules.

While testing the MM force fields, it was found that the
CVFF and CFF91 force fields do not properly assign partial
atomic charges to the 1H-2-AMP or 1H-2,4-DAP cations
because the total charge assigned to the molecule is not +1.0.
We therefore calculated the gas-phase Hartree-Fock mo-
lecular electrostatic potential with the 6-31+G(d,p) basis
set for the neutral and cationic species and obtained ChelpG80

electrostatic-potential-filling charges to substitute into the
force fields. Geometry optimizations with the ChelpG partial
charges were then carried out in both the gaseous and
aqueous phases, and the resulting geometries, denoted CVFF-
HF and CFF91-HF, were used in our evaluation.

2.2. Platforms, Software, and Molecules. Quantum
mechanical calculations (WFT, DFT, and SE-MO) were
performed on an IBM Power4 (p690 and p655) computer
system running under the AIX operating system and an SGI
Altix cluster running under the Linux operating system.
Molecular mechanics calculations were performed on a
Silicon Graphics O2 workstation running under the IRIX 6.5
operating system. Molecules were constructed for quantal
calculations using the GaussView 3.0 (Gaussian, Inc.)
visualization program, and the generated Z-matrices were
converted to Cartesian coordinates where appropriate. Mol-
ecules for MM calculations were constructed using InsightII
2005 (Accelrys, Inc.) for the CFF91 and CVFF force fields,
SYBYL 7.3 (Tripos, Inc.) for the MMFF94, AMBER and
Tripos force fields, and Maestro 7.5 (Schrodinger, Inc.) for
the MMFF94, AMBER*, and OPLS2005 force fields (utiliz-
ing the MacroModel and Impact applications, respectively).
These programs were also used to set up and run the MM
minimizations except for AMBER minimizations, for which
SYBYL was used only to generate molecular coordinates in
Protein Data Bank or Mol2 formats, and the AMBER 992

suite was used for the minimizations. The small molecules
included in the present study are illustrated in Figure 3. Each
molecule was modeled in both its neutral and protonated
form. When an exocyclic amine is present, the proton was
added there. Otherwise, the proton was added on a hetero-
cyclic amine.

3. Results and Discussion

3.1. Error Analysis. To rank the methods we chose to
test, we calculated the unsigned residual between a calculated
value with method m and the corresponding benchmark value

Ri
x,y,m ) |xi

calcd,m(y)- xi
benchmark(y)| (1)

where y is the phase (gas phase or aqueous phase) and xi(y)
signifies case i of molecular property x in phase y, for
example, when x is bond length (r), x1(y) is the first bond

length. Alternatively, x could stand for partial charge (q),
bond angle (θ), or binding energy (Eb). The overall error in
a particular molecular property x for a particular method m
and phase y is quantified by the mean unsigned error (MUE)

MUEx,y,m )
∑
i)1

nx,y

Ri
x,y,m

nx,y
(2)

where nx,y is the number of combinations of xi and y for which
Ri

x,y is evaluated.
We also calculate the average mean unsigned error

(AMUE) for each property across N methods

AMUE)
∑
m)1

N

MUEx,y,m

N
(3)

Division of this value by a method’s MUE yields the reduced
(unitless) mean unsigned error (RMUE) for the method for
partial charge, bond length, or bond angle.

RMUEx,y,m )
MUEx,y,m

AMUEx,y
(4)

The RMUE is a measure of each method’s performance
relative to the mean of the others for calculating a particular
molecular property. A value of 1.0 indicates that the method
is average. Lower values indicate better methods, while
higher values indicate worse methods. The reason for
introduction of these unitless reduced quantities is so that
we can combine errors for r and θ (which have different

Figure 3. Structures of small molecules used in current study.
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units) to make an overall assessment for combined geometric
performance.

We define a reduced deviance (Dy,m) of a SE-MO or MM
method from the average performance in either the gas or
aqueous phase by averaging the RMUE for r and θ in each
method for both 2-AMP and 1H-2-AMP

Dy,m )
1
4(RMUEr,y,m

2-AMP +RMUEθ,y,m
2-AMP +RMUEr,y,m

1H-2-AMP +

RMUEθ,y,m
1H-2-AMP)(5)

The reduced deviance for 2,4-DAP and 1H-2,4-DAP is
averaged with the reduced deviance for 2-AMP and 1H-2-
AMP to yield an overall performance. Reduced deviance in
partial charge (q) assignment is calculated similarly. Reduced
deviance for the validation of the most accurate methods is
also calculated similarly, with all molecules taken into
account.

3.2. Establishing Geometry and Partial Charge Bench-
mark Sets. The MUE of the gas-phase geometries calculated
by DFT with respect to the CCSD-calculated geometries is
given in Table 1. All DFT methods perform well, with mean
unsigned errors within ∼0.01 Å for bond length and less
than one degree for bond angles. On the basis of its high
degree of accuracy for both bond length and angle, we chose
to proceed with the M05-2X level of theory to generate our
geometric benchmark set.

We selected the well-validated51,59,93-96 CM4 charge
model to obtain benchmark partial atomic charges. To
examine whether the CM4 charge model would assign partial
charge similarly for each functional used, we compared the
gas-phase CCSD partial charges generated by Mulliken
population analysis (a class II46 charge method) to CM4
partial charges assigned by each density functional tested
(note that the CM4 charges are probably more accurate). The
results are summarized in Figure 4. In this figure and in this
whole article, charges are given in atomic units, in which
the charge on a bare proton is 1.0. Overall, the mean unsigned
deviations between the CCSD Mulliken analysis and the
CM4-assigned partial charges vary by e0.01 charge units
regardless of the functional or phase tested. We therefore
applied the geometrically accurate M05-2X functional in
conjunction with M05-2X/CM4 partial charges to obtain our
benchmark set.

3.3. Exploration of CVFF and CFF91 Atom Typing
and Charge Distribution. As mentioned in section 2.2, a
deficiency in the CVFF and CFF91 force fields is that they

do not assign a total charge of +1.0 to the pyrazinium or
pyridinium cations. Upon further exploration using 2-AMP,
the default atom type assigned to N1 in 2-AMP by both force
fields is “np” (an sp2 nitrogen in a 5- or 6-membered ring),
and the partial charge on this unprotonated nitrogen is -0.22
in CVFF and -0.48 in CFF91. Upon protonation and
automated reassignment of atom types by InsightII 2005, the
CVFF nitrogen atom type remains unchanged, and the CFF91
atom type changes to “nh+” (a protonated nitrogen in a
6-membered ring). The protons added have partial charges
of +0.28 (CVFF) and +0.33 (CFF91), and the partial charges
on the nitrogens change to -0.50 and -0.81 charge units,
respectively. The partial charge on all other atoms in the
molecule are unaffected by the addition of the proton. This
charge balancing yields a total charge on the molecule of 0,
which is incorrect for a cation.

Some of the partial atomic charges in the CVFF and
CFF91 force fields are derived from fits to the Hartree-Fock
molecular electrostatic potential,97-99 and we took this as a
cue for how to correct the problem in a way consistent with
these force fields. In particular, we carried out single-point,
gas-phase Hartree-Fock (6-31G(d,p) basis set) calculations
on the optimized 2-AMP and 1H-2-AMP geometries and
obtained partial atomic charges by electrostatic potential
fitting with the ChelpG80 algorithm. The resulting partial
atomic charges were used in the CVFF and CFF91 force
fields for geometry optimizations in both the gas and aqueous
phases. We used the gas-phase partial charges in both phases
because the original CVFF and CFF91 partial charges are
based on gas-phase calculations (we note that all MM force
fields considered in this article use partial charges that do

Table 1. Mean Unsigned Error (Å and deg) for Gas-Phase
Bond Lengths and Angles Between Those Calculated with
CCSD and Each Functional

2-AMP 1H-2-AMP 2,4-DAP 1H-2,4-DAP

method
bond
length

bond
angle

bond
length

bond
angle

bond
length

bond
angle

bond
length

bond
angle

B3LYP 0.003 0.73 0.003 0.37 0.003 0.82 0.003 0.27
MPW1PW 0.005 0.44 0.005 0.49 0.005 0.87 0.004 0.26
mPWB1K 0.011 0.52 0.010 0.42 0.012 0.99 0.010 0.26
mPW1KCIS 0.005 0.78 0.005 0.50 0.004 0.90 0.004 0.28
M06-L 0.006 0.52 0.005 0.33 0.004 0.54 0.004 0.22
M05-2X 0.004 0.28 0.004 0.26 0.005 0.94 0.003 0.22
AMUEa 0.006 0.54 0.005 0.40 0.006 0.84 0.005 0.25

a Mean of entire column.

Figure 4. Mean unsigned deviation of DFT/CM4 charges
relative to CCSD/Mulliken charges for (a) 2-AMP and it is
cation (white, 2-AMP; black, 1H-2-AMP) and (b) DAP and it
is cation (white, DAP; black, 1H-DAP).
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not depend on the phase). To denote the new Hartree-Fock
partial charges in the force fields, we name the force fields
that use these newly assigned charges as CVFF-HF and
CFF91-HF.

3.4. Evaluation of SE-MO and MM Calculations. We
tested available SE-MO and MM parameter sets in an effort
to select the most accurate method for modeling our small
molecules both in the gas phase and in solvent. In addition,
we substituted CM4 charges into the MM force fields tested
to observe effects on geometric accuracy. A summary of the
results of these tests is given in Figures 5 and 6 (gas phase)
and 7 and 8 (aqueous phase). In the gas phase, the AM1
and PM3 SE-MO methods utilizing the CM1, CM2, and
CM3 charge models, as well as the CVFF-HF, CFF91-HF,
AMBER*, and MMFF94 force fields all predict the partial
charges of the atoms in both sets of molecules to within 0.15

(Figures 5a and 6a). In most of the methods tested, the partial
charge assignment becomes less accurate in the cationic
species: the most notable examples, for which the average
error increases by a factor of 2, are the OPLS2005 force
field for 1H-2-AMP, the PM3-CM1, -CM2, and -CM3
methods for 1H-2-AMP, and the SE-MO methods utilizing
the CM1, CM2, and CM3 charge models for 1H-2,4-DAP
(with the exception of PM3-CM3). In contrast, the MMFF94
force field becomes more accurate for 1H-2-AMP, and the
AMBER force field becomes more almost 2-fold more
accurate for 1H-2,4-DAP, although AMBER’s overall charge
assignment is somewhat inaccurate (the mean MUE for
the neutral and cationic species together is 0.20). The force
fields with CM4 charges substituted are not included in the
partial charge analysis since their mean unsigned error in
partial charge is always zero.

Figure 5. MUE in (a) partial charge, (b) bond length, and (c)
bond angle for selected SE-MO and MM methods in the gas
phase relative to M05-2X/CM4 (white, 2-AMP; black, 1H-2-
AMP). AMS denotes AMSOL, and GMSP denotes GAMESS-
PLUS.

Figure 6. MUE in (a) partial charge, (b) bond length, and (c)
bond angle for selected SE-MO and MM methods in the gas
phase relative to M05-2X/CM4 (white, 2,4-DAP; black, 1H-
2,4-DAP).
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The gas-phase partial charges assigned by the PDDG/PM3
method have a mean unsigned error of 0.22 and 0.28 for the
neutral species and 0.26 and 0.32 for the cationic species of
2-AMP and 2,4-DAP, respectively. Table 2 summarizes our
comparison of the PDDG/PM3 charges to Mulliken popula-
tion analysis of the PM3-optimized structure of 2-AMP as
calculated by both Gaussian03 and MOPAC 5.011mn (the
numbering system is given in Figure S1 of the Supporting
Information); this comparison verifies the consistency of the
two programs (as a check). Figures 5 and 6 show that PDDG/
PM3 is less accurate than PM3 for gas-phase partial charges,
bond lengths, and bond angles for both 2-AMP and 1H-2-
AMP and for gas-phase bond angles for both 2,4-DAP and
1H-2,4-DAP. Because the PDDG reparameterization of PM3
deteriorated the performance for these molecules, PDDG/
PM3 was not considered in the aqueous-phase calculations
that follow.

For 2-AMP and 1H-2-AMP, gas-phase bond lengths
(Figure 5b) are predicted to within ∼0.01 Å only by the

Figure 7. MUE in (a) partial charge, (b) bond length, and (c)
bond angle for selected SE-MO and MM methods in solution
relative to M05-2X/CM4 (white, 2-AMP; black, 1H-2-AMP).

Figure 8. MUE in (a) partial charge, (b) bond length, and (c)
bond angle for selected SE-MO and MM methods in solution
relative to M05-2X/CM4 (white, 2,4-DAP; black, 1H-2,4-DAP).

Table 2. Gas-Phase Partial Charges of 2-AMP Calculated
by PM3 (Mulliken Population Analysis) and PDDG/PM3

atom PM3(G03) PM3(MOPAC) PDDG/PM3(MOPAC)

C1 -0.1310 -0.1309 -0.1316
C2 -0.1067 -0.1067 -0.1647
N3 -0.0382 -0.0382 -0.0274
C4 -0.1095 -0.1094 -0.1664
C5 -0.1085 -0.1085 -0.1581
N6 -0.0239 -0.0239 -0.0211
H7 0.1344 0.1344 0.1814
H8 0.1319 0.1319 0.1798
H9 0.1316 0.1316 0.1789
C10 -0.0569 -0.0569 -0.1491
H11 0.0677 0.0677 0.1151
H12 0.0830 0.0830 0.1296
N13 -0.0282 -0.0282 -0.0928
H14 0.0301 0.0301 0.0665
H15 0.0242 0.0242 0.0598
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CFF91-HF, AMBER*, MMFF94, and OPLS2005 force
fields. All methods except OPLS2005 become less accurate
when modeling the cationic species. Notably, the AMBER
force field becomes 2-fold less accurate when modeling
the cation, and it clearly benefits from revised charges
because the AMBER-CM4 force field yields a 2-fold
performance improvement when modeling bond lengths. On
average, force fields with CM4 charges substituted tend to
perform slightly better than those with default charges, except
in the case of TRIPOS-CM4. Gas-phase bond angles (Figure
5c) are predicted to within ∼2.0 degrees by all the SE-MO
methods, while the majority of the MM force fields are
∼0.5-1° less accurate. Exceptions include the MMFF94 and
AMBER force fields, which predict them to within ∼1.5°.
All methods are slightly more inaccurate dealing with the
cation. As with bond lengths, when CM4 charges are
substituted, bond angle predictivity is increased slightly in
most methods. OPLS2005-CM4 is notable in that it has a
2-fold improvement in performance over OPLS2005 when
modeling the neutral species and a smaller, yet significant
(∼0.5°), increase in accuracy for the cationic species.

For 2,4-DAP and 1H-2,4-DAP, bond lengths (Figure 6b)
are predicted to an accuracy of ∼0.025 Å by all methods
except CVFF-HF, CFF91-HF, and TRIPOS. The MMFF94
and OPLS2005 force fields both display accuracy less than
0.01 Å for 2,4-DAP, while AMBER and OPLS2005 are
accurate to better than 0.015 Å for 1H-2,4-DAP. MMFF94
is 2-fold less accurate for the 1H-2,4-DAP cation. With
regard to 2,4-DAP and 1H-2,4-DAP gas-phase bond angles,
the best performing methods include the AMBER*, AMBER,
MMFF94, and OPLS2005 force fields, predicting bond angle
to within 1.9°, 3.1°, 2.9°, and 1.1° for both 2,4-DAP and
1H-2,4-DAP, respectively. With respect to force fields with
CM4 charges substituted, the clearest example of a force
field benefiting from revised charges is the CVFF-HF and
CFF91-HF force fields which, as previously discussed, have
major partial charge assignment problems. When CM4
charges are substituted into these force fields, both methods
show a dramatic improvement in performance for modeling
bond lengths, with CVFF-CM4 yielding a 4-fold more
accurate bond length prediction overall, and CFF91-CM4
yielding the same improvement in accuracy when modeling
the neutral species. The TRIPOS force field also benefits,
with TRIPOS-CM4 displaying a 2-fold improvement in
accuracy for both molecules.

All methods except CVFF-HF, CFF91-HF, and TRIPOS
predict bond angles to within ∼4.0 degrees for both species
(Figure 6c). Both CVFF-HF and CFF91-HF presented a
challenge when attempting to minimize structure with respect
to the fact that 1H-2,4-DAP could not be assigned proper
atomic partial charges. As described earlier, we substituted
the default charges with ChelpG charges derived from HF
calculations on 2,4-DAP and 1H-2,4-DAP. When these
charges were substituted into the force field, the charges on
the protons on the exocyclic amines were made largely more
positive than the default charges. This effect, in conjunction
with the largely negatively charged heterocyclic amines,
caused the minimization to distort the sp3 structure of the
exocyclic amines and pull the protons toward the pyrimidine

ring. The result is a large error in the assignment of bond
angle. When the minimization is performed with the default
charges, no distortion of bond angle takes place; however,
these charges correspond to a nonphysical total molecular
charge. As observed in tests already described, CM4 charge
substitution greatly improves geometric modeling perfor-
mance. The CVFF-CM4 and CFF91-CM4 force fields
essentially eliminate the problems seen with these force
fields, causing both to model bond angles with accuracy on
par with the rest of the methods used. In addition, the
AMBER-CM4, MMFF94-CM4, and TRIPOS-CM4 force
fields all yield accuracies at least 2-fold greater than their
counterparts.

For 2-AMP and 1H-2-AMP in the aqueous phase, the
AM1-CM2, PM3-CM1, and PM3-CM2 methods, as well as
the CVFF-HF, CFF91-HF, AMBER*, MMFF94, and TRI-
POS force fields retain a high degree of accuracy for partial
charge prediction (MUE e 0.13, Figure 7a). Among these
methods, the MMFF94 force field is again the only method
to become more accurate when modeling the protonated
species. On the other hand, the OPLS2005 force field
becomes 2-fold less accurate when predicting the charge of
the cation. Bond lengths (Figure 7b) are calculated with an
error similar to that of the gas phase, with the CFF91-HF,
AMBER*, MMFF94, and OPLS2005 force fields maintain-
ing a mean unsigned error of ∼0.01 Å. Interestingly, while
it becomes much less accurate when assigning partial charge
to the ionic species, the OPLS2005 force field becomes more
accurate in bond length prediction. As with 2-AMP and 1H-
2-AMP in the gas phase, CM4 partial charge substitution
generally produces a modest increase in bond length ac-
curacy. A notable exception is the CFF91-CM4 force field,
with an MUE <0.005 Å. When compared to calculations in
the gas phase, all methods either retain their accuracy or
become slightly less accurate when predicting bond angle
in solution except for the OPLS2005 force field. Except for
the CVFF-HF, AMBER*, and TRIPOS force fields, all
methods are still accurate to ∼2.5° or less (Figure 7c). Again,
on average, CM4 charge substitution slightly increases bond
angle accuracy for both species.

In the aqueous-phase treatment of 2,4-DAP and 1H-2,4-
DAP, partial charge performance is quite varied (Figure 8a).
The best performing methods are the PM3-CM1 and -CM2
SE-MO methods and the AMBER* and MMFF94 force
fields, which all model the partial charges to an accuracy of
0.12 or better. In the treatment of these molecules, all the
force fields except AMBER* become more accurate to
varying degrees when dealing with the cationic species. The
quality of modeling the bond lengths (Figure 8b) is similar
for most methods; however, the CVFF-HF force field is
particularly inaccurate, with a MUE in bond length for 2,4-
DAP of 0.075 Å. The AMBER and OPLS2005 force fields
perform particularly well for both species, with MUEs of
e0.016 Å overall. However, the OPLS2005 force field
becomes 2-fold less accurate when modeling the cationic
species. MMFF94 also performs relatively well, modeling
the neutral species with a MUE e 0.014 Å, but, like
OPLS2005, becomes 2-fold less accurate when modeling the
cation. CVFF-CM4, CFF91-CM4, AMBER-CM4 (for the
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neutral species) and TRIPOS-CM4 all yield about a 2-fold
increase in accuracy. Other force fields with CM4 charges
in place show little to no difference. Bond angles (Figure
8c) are treated with an accuracy similar to that in the gas
phase, with the CVFF-HF and CFF91-HF force fields
performing very poorly (MUE g 10 degrees). All methods
except the TRIPOS, CVFF-CM4, and CFF91-CM4 force
fields model bond angles to within ∼4.0°, although CVFF-
CM4 and CFF91-CM4 again represent a great improvement
over their parent force fields. Again, CM4 treatment of the
force fields generally leads to an almost 2-fold increase in
accuracy for at least one, if not both, of the molecules
modeled by each method.

Comparison of Figures 5 and 6 to Figures 7 and 8 shows
that the SE-MO methods and force fields are about equally
accurate when comparing gas-phase to aqueous-phase results,
so no one method in particular stands out as extremely ill-
suited to work in either the gaseous or aqueous phase.

3.5. Overall Geometric Assessment. To make an overall
geometric assessment, we consider the reduced deviances
(Dy,m) in partial charge assignment (Table 3) and geometric
modeling (Table 4). Reduced deviance in partial charge
shows that seven of the eleven SE-MO methods tested (the
exceptions being AM1, AM1-CM1, PM3, and PDDG/PM3)
perform better than the average method. In fact, PM3-CM2
is a factor of 2.5 better than average. The only MM methods

Table 3. Reduced Deviance (Dy,m) in Partial Charge for Each SE-MO and MM Method Tested

2-AMP and 1H-2-AMP 2,4-DAP and 1H-2,4-DAP all molecules

method gas aqueous mean gas aqueous mean gas aqueous mean

PM3-CM2 0.45 0.56 0.50 0.25 0.36 0.31 0.35 0.46 0.40
PM3-CM1 0.54 0.56 0.55 0.40 0.41 0.40 0.47 0.49 0.48
AM1-CM2 0.63 0.75 0.69 0.54 0.62 0.58 0.58 0.68 0.63
AMBER* 0.85 0.78 0.81 0.49 0.42 0.46 0.67 0.60 0.64
MMFF94 1.15 1.06 1.11 0.77 0.65 0.71 0.96 0.85 0.91
TRIPOS 0.73 0.75 0.74 1.12 1.03 1.07 0.92 0.89 0.91
AM1-CM1 1.18 1.21 1.19 0.69 1.00 0.84 0.93 1.10 1.02
AM1 1.32 1.12 1.22 0.97 0.71 0.84 1.14 0.92 1.03
AMBER 1.29 1.22 1.25 1.19 1.02 1.11 1.24 1.12 1.18
OPLS2005 1.20 1.15 1.17 1.63 1.42 1.52 1.41 1.28 1.35
CVFF-HF 1.00 0.96 0.98 2.09 1.83 1.96 1.54 1.39 1.47
CFF91-HF 1.00 0.96 0.98 2.09 1.83 1.96 1.54 1.39 1.47
PM3 1.96 1.92 1.94 1.92 1.70 1.81 1.94 1.81 1.88
PM3-CM3(GMSP)b,a) 0.57 ND ND 0.43 ND ND 0.50 ND ND
PM3-CM3(AMS)b,a) 0.57 ND ND 0.43 ND ND 0.50 ND ND
AM1-CM3(GMSP)b,a) 0.70 ND ND 0.58 ND ND 0.64 ND ND
AM1-CM3(AMS)b,a) 0.70 ND ND 0.58 ND ND 0.64 ND ND
PDDG/PM3a 2.17 ND ND 1.83 ND ND 2.00 ND ND

a ND ) not determined. b AMS ) calculated using AMSOL7.1, GMSP ) calculated using GAMESPLUSS.

Table 4. Reduced Deviance (Dy,m) in Combined Geometry for Each SE-MO and MM Method Tested

2-AMP and 1H-2-AMP 2,4-DAP and 1H-2,4-DAP all molecules

method gas aqueous mean gas aqueous mean gas aqueous mean

OPLS2005-CM4 0.73 0.76 0.75 0.45 0.45 0.45 0.59 0.60 0.60
AMBER-CM4 0.78 0.80 0.79 0.52 0.49 0.50 0.65 0.65 0.65
MMFF94-CM4 0.66 0.71 0.68 0.50 0.85 0.68 0.58 0.78 0.68
OPLS2005 0.96 0.76 0.86 0.43 0.61 0.52 0.69 0.68 0.69
AMBER*-CM4 0.67 0.71 0.69 0.86 0.77 0.82 0.77 0.74 0.75
AMBER* 0.76 0.73 0.75 0.84 0.74 0.79 0.80 0.74 0.77
CFF91-CM4 0.78 0.70 0.74 0.97 0.96 0.97 0.88 0.83 0.85
MMFF94 0.70 0.93 0.81 0.85 0.95 0.90 0.78 0.94 0.86
AMBER 1.03 0.94 0.98 0.85 0.80 0.82 0.94 0.87 0.90
PM3-CM2 1.05 1.10 1.08 0.91 0.74 0.83 0.98 0.92 0.95
PM3 1.05 1.07 1.06 0.91 0.85 0.88 0.98 0.96 0.97
PM3-CM1 1.05 1.07 1.06 0.91 0.85 0.88 0.98 0.96 0.97
TRIPOS-CM4 1.19 1.43 1.31 0.65 0.69 0.67 0.92 1.06 0.99
AM1-CM2 1.24 1.27 1.25 0.91 0.68 0.79 1.07 0.98 1.02
CVFF-CM4 1.04 1.10 1.07 1.03 1.03 1.03 1.04 1.06 1.05
AM1-CM1 1.24 1.28 1.26 0.91 0.85 0.88 1.07 1.06 1.07
AM1 1.24 1.28 1.26 0.91 0.85 0.88 1.07 1.06 1.07
TRIPOS 1.09 1.15 1.12 1.49 1.33 1.41 1.29 1.24 1.26
CFF91-HF 0.85 0.94 0.90 2.02 2.30 2.16 1.44 1.62 1.53
CVFF-HF 1.12 1.27 1.20 3.60 3.20 3.40 2.36 2.24 2.30
PM3-CM3(AMS)b,a 1.05 ND ND 0.91 ND ND 0.98 ND ND
PDDG/PM3a 1.19 ND ND 0.79 ND ND 0.99 ND ND
PM3-CM3(GMSP)b,a 1.05 ND ND 0.99 ND ND 1.02 ND ND
AM1-CM3(GMSP)b,a 1.24 ND ND 0.91 ND ND 1.07 ND ND
AM1-CM3(AMS)b,a 1.24 ND ND 0.91 ND ND 1.07 ND ND

a ND ) not determined. b AMS ) calculated using AMSOL7.1, GMSP ) calculated using GAMESPLUSS.

1726 J. Chem. Theory Comput., Vol. 4, No. 10, 2008 White et al.



that predict partial charge better than average are the
AMBER*, MMFF94, and TRIPOS force fields. This assess-
ment, however, also must take into account that the PM3-
CMx and AM1-CMx methods use charge methods that serve
as precursors to charge model 4. Since the training sets for
the various CMx models share some molecules, it is perhaps
not surprising that the partial atomic charges of the various
CMx models show some agreement.

Across the molecules, reduced deviance is fairly consistent
when the large errors in CVFF-HF and CFF91-HF for 2,4-
DAP and 1H-2,4-DAP are taken into account. A slight
skewing of the data may be occurring because of the
aforementioned error because CVFF-HF and CFF91-HF
actually perform as well as the average in partial charge
assignment for 2-AMP and 1H-2-AMP but perform so poorly
in the other cases that their overall reduced deviance is high.
However, if we were to carry on with either the CVFF-HF
or CFF91-HF force fields by using the original method98 of
partial charge assignment for these force fields, we would
be forced to perform electrostatic potential fitting on each
molecule we study, and it is known that one of the
weaknesses of ChelpG is fitting to the molecular electrostatic
potential (MEP) of larger systems, where buried atoms are
screened from the points where the MEP is evaluated, and
changes of the partial charges on these atoms have only small
effects on the MEP. Attempting to fit these charges, then,
often produces nonphysical results.80-83

Whereas the SE-MO charges and CMx charges are
different in the gas phase and the aqueous phase, the MM
charges (with the exception of those models using CM4
charges) are the same. Table 3 allows for further examination
of an issue discussed briefly at the end of section 3.4, namely,
the question of whether standard MM charges are more
appropriate for the gas phase or for liquid-phase solution.
Some force fields are explicit on this issue, for example,
OPLS is explicitly named for its use in liquid-phase
simulations. Others are implicitly designed for use in liquid
phases simply because that is where the greatest number of
applications of MM force fields occur. Table 3 shows that
MMFF94, AMBER, OPLS2005, CVFF-HF, and CFF91-HF
all perform significantly better for partial atomic charges in
water than in the gas phase, and AMBER* and TRIPOS are
slightly better in the aqueous phase than in the gas phase.
The finding that the partial charges are more indicative of
the charge distribution in the aqueous phase than the gas
phase in all seven cases is quite remarkable and is encouraging.

The reduced deviance in geometric modeling is given
in Table 4. Of particular interest are the excellent
performance of the MM-CM4 methods and the repair of
the CFF91-HF force field. Prior to partial charge replace-
ment, the CFF91-HF force field has a geometric Dy,m equal
to 1.54. After CM4 treatment, the Dy,m for CVFF-CM4 is
0.86, representing a significant increase in the geometric
modeling capabilities of the force field by fixing partial
charge assignment problems. Other MM-CM4 methods
also perform very well, with OPLS2005-CM4, AMBER-
CM4, and MMFF94-CM performing 39%, 36%, and 32%
better than the average, respectively. As far as non-CM4
treated force fields are concerned, the OPLS2005 force

field performs the best (Dy,m ) 0.68), with AMBER*,
MMFF94, and AMBER also modeling geometries better
than average. The tested SE-MO methods all perform very
similarly around a Dy,m of ∼1.0.

Another interesting point in Table 4 is the comparison of
performance in the gas phase with that in aqueous solution.
Of the fourteen MM rows in Table 4, six show smaller errors
for gas-phase geometries, and eight show smaller errors for
aqueous geometries (of the eight other methods for which
such comparison is possible, all show better agreement in
the aqueous phase). The MMFF94 method is particularly
noteworthy in showing (with either MMFF94 charges or
CM4 charges) much better accuracy for gas-phase geometries
than for aqueous ones.

On the basis of a combined assessment of partial charge
assignment and geometric modeling performance, we find
that the AMBER, AMBER*, MMFF94, and OPLS2005 force
fields, along with their CM4-treated counterparts, would be
suitable for carrying on into a validation step against a larger
set of molecules. Each force field has some particular
advantages. The AMBER force field has traditionally been
highly regarded for its use in modeling biopolymers, and in
this case, is used with the incorporated parameters of the
General Amber Force Field (GAFF). Atom types in GAFF
are designed to be more general than those of traditional
AMBER force fields, in an effort to cover a larger portion
of organic space. The parametrization of GAFF was devel-
oped in an effort to reproduce restrained electrostatic potential
(RESP) charges81,85 at the MP2/6-31G(d) level and repro-
duce MP2/6-31G(d) and crystallographic geometries.91 The
AMBER* force field has been implemented in MacroModel
and been modified to better reproduce HF/6-31+G(d) data
on peptides, as well as small organic molecules, especially
those with nitrogen as a component.100,101 The MMFF94
force field has been parametrized against a large (∼2800
structures), high-quality ab inito training set for use with both
organic molecules and biopolymers, specifically in solu-
tion.102

3.6. Comparison of Binding Energies. We carried out
gas-phase binding energy calculations between 2-AMP,
1H-2-AMP, 2,4-DAP, and 1H-2,4-DAP and water mol-
ecules placed at locations where hydrogen bonding has
been described in the DHFR-MTX crystal structure (Figure
9). The results of this study are presented in Figure 10,
wherein the MUE is the mean unsigned error for a method
in binding energy for all neutral molecules, all charged
molecules, or both sets together. Compared to the M05-
2X benchmark binding energies, all methods except for
CVFF-HF and CFF91-HF predict binding energies in both
sets of species with an MUE of less than 7.0 kcal/mol.
Fourteen of the 16 methods tested predict binding energy
for the charged species less accurately than for the neutral
species, with some methods, such as AMBER and
AMBER*, displaying a 4-fold increase in MUE. Two
methods, AM1 and CVFF-CM4, predict binding energy
for protonated species more accurately than for neutral
species, with MUE differences between the two species
of 1.0 and 2.0 kcal/mol, respectively.
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The CVFF-HF and CFF91-HF force fields perform quite
poorly, likely, because of the necessary substitution of
CHELPG charges for the force fields’ default charges.
Notably, the substitution of CM4 charges into the CVFF
and CFF91 force fields again improves their modeling
accuracy; however, this is not the case with the remaining
MM force fields. Out of all the methods tested, the most

accurate are the OPLS2005 and AMBER force fields,
which predict binding energy for both sets of molecules
to an MUE of 2.28 and 1.61 kcal/mol, respectively. In
addition to its excellent accuracy, the OPLS2005 force
field shows consistency between the neutral and charged
species, calculating binding energy to an MUE of 2.07
and 2.49, respectively. The TRIPOS, MMFF94, and
AMBER* force fields all predict binding energies about
2-fold less accurately, with MUEs of 4.59, 4.29, and 4.22
kcal/mol, respectively.

3.7. Validation of the AMBER, AMBER*, MMFF94,
and OPLS2005 Force Fields. Tables 5 and 6 summarize
our validation of the AMBER, AMBER*, MMFF94, and
OPLS2005 force fields (as well as their MM-CM4 counter-
parts) in the gaseous and aqueous phases against both the
molecules already included in the study, as well as an
additional set of pharmacophore-containing molecules and
their cations shown in Figure 3. In contrast to its relatively
poor performance assigning partial charges to 2-AMP, 1H-
2-AMP, 2,4-DAP, and 1H-2,4,-DAP, the AMBER force field
performs better in this case than OPLS2005, although the
degree to which this increased performance is relevant is

Figure 9. Molecular systems used in binding energy calculations. Position of the water molecule reflects the optimized complex.

Figure 10. MUE in prediction of binding energy between
2-AMP, 1H-2-AMP, 2,4-DAP, and 1H-2,4-DAP and water
molecules place at hydrogen bonding locations denoted in
the DHFR-MTX crystal structure. Panel a includes all methods
tested, and panel b omits CVFF-HF and CFF91-HF for easier
viewing (black, neutral species; dotted, charged species; gray,
both sets of species).

Table 5. Reduced Deviance (Dy,m) in Partial Charge for
Force Field Validation For All Neutral and Charged Species
in Figure 3

method gas phase aqueous phase both phases

AMBER* 0.68 0.69 0.68
MMFF94 1.04 1.04 1.04
AMBER 1.05 1.07 1.06
OPLS2005 1.18 1.19 1.18

Table 6. Reduced Deviance (Dy,m) in Combined Geometry
for Force Field Validation For All Neutral and Charged
Species in Figure 3

method gas phase aqueous phase both phases

MMFF94-CM4 0.73 0.79 0.76
MMFF94 0.80 0.85 0.82
OPLS2005-CM4 0.82 0.91 0.86
OPL2005 0.95 0.88 0.92
AMBER-CM4 0.90 0.93 0.92
AMBER 1.03 0.97 1.00
AMBER* 1.38 1.32 1.34
AMBER*-CM4 1.39 1.35 1.37
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debatable. All three force fields excel at assigning partial
charge to different types of molecules (data not shown), so
it is not clear which is consistently more accurate.

Table 6 summarizes the reduced deviance for each
method in modeling molecular geometries. Whereas Figure
4 showed large increases in performance when CM4
charges are substituted for the original charges of several
MM methods, here we see a much more modest effect,
although incorporating CM4 charges does improve the
geometric modeling capabilities of three of the force fields.
The MMFF94 and MMFF94-CM4 force fields are clearly
superior when modeling the molecules included in the
validation. With this in mind, we consider the MMFF94-
CM4 force field as the most accurate force field for our
system. The performance of the unmodified MMFF94
force field is also excellent, and it merits consideration
because it is already well defined.

3.8. Comparison of CM4 and MMFF94 Charge Dis-
tribution Calculated for Methotrexate’s Neutral and
Cationic Forms. Table 7 contains the partial charge distribu-
tion of the gas-phase optimized structure of MTX (neutral
and cationic) as calculated by M05-2X/6-31+G(d,p)/CM4
and MMFF94. The numbering systems for the molecules are
given in the Supporting Information. Both the ionic and
nonionic species’ charge distributions are calculated to a
MUE of 0.17 by MMFF94, validating this force field’s good
performance for such a large molecule.

4. Conclusions

We have studied 30 systems, each of which is examined with
up to 31 methods in one or two phases (gaseous and
aqueous). We found that the M05-2X density functional with
the 6-31+G(d,p) basis set yields geometries very close to
those obtained with coupled-cluster calculations. M05-2X
is therefore useful in obtaining benchmark values for larger
molecules involved in drug design.

The assignment of appropriate partial atomic charges is
critical to accurate modeling of molecules by molecular
mechanics. We found that substitution of CM4 charges for
the original charge parameters of a given MM model
improved the geometric accuracy of all seven force fields
for which this substitution was tested, with some errors in
geometry decreasing by factors of 3.5 and 4 in the two most
dramatic cases. With the improved partial charge assignment,
four of the MM methods come very close to reproducing
coupled-cluster calculations.

Although the substitution of CM4 charges into our MM
force fields improved geometric accuracy, it had the opposite
effect on prediction of binding energies for the majority of
the force fields tested. Thus, the overall improvement of a
MM force field does not lie solely in the improvement of
one aspect of that method, and charge substitution should
be used with care.

We have found that the MMFF94-CM4 force field, in
which CM4 charges are substituted for the MMFF94
default charges, yields the most accurate geometries for

Table 7. Partial Charge Distribution of Gas-Phase Neutral and Cationic MTX as Calculated by M05-2X/CM4 and MMFF94

MTX MTX+ MTX MTX+

atom CM4 MMFF94 residual CM4 MMFF94 residual atom CM4 MMFF94 residual CM4 MMFF94 residual

C1 0.44 0.72 0.28 0.51 0.77 0.26 C29 -0.12 0.09 0.21 -0.08 0.09 0.17
C2 0.29 0.41 0.12 0.27 0.41 0.14 H30 0.07 0.15 0.08 0.07 0.15 0.08
C3 0.07 0.31 0.24 0.09 0.31 0.22 H31 0.09 0.15 0.06 0.10 0.15 0.05
C4 0.29 0.62 0.33 0.35 0.67 0.32 C32 0.00 0.37 0.37 -0.01 0.37 0.38
C5 0.14 0.17 0.03 0.18 0.17 0.02 H33 0.06 0.00 0.06 0.07 0.00 0.07
C6 0.14 0.16 0.02 0.21 0.16 0.05 H34 0.06 0.00 0.06 0.06 0.00 0.06
H7 0.07 0.15 0.08 0.09 0.15 0.06 H35 0.06 0.00 0.06 0.06 0.00 0.06
N8 -0.59 -0.90 0.31 -0.52 -0.90 0.38 C36 0.36 0.54 0.19 0.33 0.54 0.22
H9 0.31 0.40 0.09 0.33 0.40 0.07 O37 -0.38 -0.57 0.19 -0.36 -0.57 0.22
H10 0.32 0.40 0.08 0.34 0.40 0.06 N38 -0.43 -0.73 0.30 -0.43 -0.73 0.30
N11 -0.61 -0.90 0.29 -0.55 -0.90 0.35 H39 0.26 0.37 0.11 0.26 0.37 0.11
H12 0.32 0.40 0.08 0.35 0.40 0.05 C40 0.11 0.36 0.26 0.11 0.36 0.25
H13 0.32 0.40 0.08 0.34 0.40 0.07 H41 0.07 0.00 0.07 0.07 0.00 0.07
N14 -0.44 -0.62 0.18 -0.41 -0.62 0.21 C42 -0.08 0.00 0.08 -0.07 0.00 0.07
N15 -0.44 -0.62 0.18 -0.40 -0.18 0.22 H43 0.07 0.00 0.07 0.07 0.00 0.07
N16 -0.32 -0.62 0.30 -0.31 -0.62 0.31 H44 0.07 0.00 0.07 0.07 0.00 0.07
N17 -0.29 -0.62 0.33 -0.28 -0.62 0.34 C45 -0.10 0.06 0.16 -0.10 0.06 0.16
C18 0.03 0.51 0.49 0.03 0.51 0.48 H46 0.09 0.00 0.09 0.09 0.00 0.09
H19 0.05 0.00 0.05 0.06 0.00 0.06 H47 0.09 0.00 0.09 0.09 0.00 0.09
H20 0.06 0.00 0.06 0.07 0.00 0.07 C48 0.29 0.66 0.37 0.29 0.66 0.37
N21 -0.33 -0.84 0.51 -0.34 -0.84 0.50 C49 0.29 0.66 0.37 0.29 0.66 0.37
C22 0.18 0.10 0.08 0.16 0.10 0.06 O50 -0.35 -0.57 0.22 -0.35 -0.57 0.22
C23 -0.11 -0.15 0.04 -0.12 -0.15 0.03 O51 -0.34 -0.57 0.23 -0.33 -0.57 0.24
C24 -0.11 -0.15 0.04 -0.10 -0.15 0.05 O52 -0.33 -0.65 0.33 -0.32 -0.65 0.33
C25 -0.05 -0.15 0.10 -0.04 -0.15 0.11 H53 0.32 0.50 0.18 0.33 0.50 0.18
H26 0.06 0.15 0.09 0.05 0.15 0.10 O54 -0.36 -0.65 0.29 -0.36 -0.65 0.29
C27 -0.02 -0.15 0.13 -0.01 -0.15 0.14 H55 0.32 0.5 0.18 0.32 0.50 0.18
H28 0.07 0.15 0.08 0.07 0.15 0.08 H56 N/Aa N/Aa N/A 0.33 0.46 0.13

MUE 0.17 0.17

a Atom not present in the protonated molecule.
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representative fragments of methotrexate, as well for as
an additional set of druglike molecules. Furthermore, the
MMFF94 force field without charge substitution exhibits
the second best geometric performance among the sixteen
methods tested. However, in our binding energy studies,
we find that excellent performance modeling geometries
and charge distributions does not necessarily correlate
directly to the prediction of energetics. Therefore, when
the combined charge distribution, geometric, and energetic
results are taken into account, we consider the MMFF94,
AMBER/GAFF, AMBER*, and OPLS2005 force fields
to be the most accurate and economical methods available
for modeling small molecules containing nitrogen hetero-
cycles and exocyclic amines. We expect these methods
to be suitable for use in modeling more general nitrogen-
containing small molecules as well as larger systems
including the bis-methotrexate chemical inducer of dimer-
ization, the protein-ligand complex, and the residues
contained at the DHFR-DHFR interface.
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Abstract: The Poisson-Boltzmann (PB) equation is widely used for modeling solvation effects.
The computational cost of PB has restricted its applications largely to single-conformation
calculations. The generalized Born (GB) model provides an approximation at substantially
reduced cost. Currently the best GB methods reproduce PB results for electrostatic solvation
energies with errors at ∼5 kcal/mol. When two proteins form a complex, the net electrostatic
contributions to the binding free energy are typically of the order of 5 to 10 kcal/mol. Similarly,
the net contributions of individual residues to protein folding free energy are <5 kcal/mol. Clearly
in these applications the accuracy of current GB methods is insufficient. Here we present a
simple scaling scheme that allows our GB method, GBr6, to reproduce PB results for binding,
folding, and transfer free energies with high accuracy. From an ensemble of conformations
sampled from molecular dynamics simulations, five were judiciously selected for PB calculations.
These PB results were used for scaling GBr6. Tests on the binding free energies of the barnase-
barstar, GTPase-WASp, and U1A-U1hpII complexes and on the folding free energy of FKBP
show that the effects of point mutations calculated by scaled GBr6 are accurate to within 0.3
kcal/mol of PB results. Similar accuracy was also achieved for the free energies of transfer for
ribonuclease Sa and insulin from the crystalline phase to the solution phase at various pHs.
This method makes it possible to thoroughly sample the transient-complex ensemble in predicting
protein binding rate constants and to incorporate conformational sampling in electrostatic
modeling (such as done in the MM-GBSA approach) without loss of accuracy.

I. Introduction
Electrostatic interactions make important contributions to
fundamental properties such as protein binding free energy,
protein folding stability, and protein solubility. Point muta-
tions and variations of salt concentration and pH are often
used to probe such contributions. Computational methods
that reliably predict those energetic effects are highly
desirable, both for elucidating the underlying physical
principles and for protein design. Developing such methods
is a formidable task, since the free energy of binding, for
example, is a small difference between two large quantities,
namely the free energy due to interactions within the complex
in the solvent environment and the solvation energy of the

subunits in the unbound state. The effects of point mutations
on the free energy of binding or folding are even smaller.
The Poisson-Boltzmann (PB) equation1-8 has found great
success in modeling electrostatic contributions to mutational
effects on protein binding free energy9-12 and protein folding
stability.13-15 We have also been able to use the PB equation
to model the effects of salt and pH on protein solubility.16,17

However, the computational cost of solving the PB equation
presents a major stumbling block.

There have been some efforts devoted to the development
of fast PB methods.4,6 An alternative that holds great promise
is the generalized Born (GB) model,18 which approximates
the PB equation at substantially reduced computational cost.
Considerable efforts have been invested in developing GB
methods that would hold down the computational cost but
have great accuracy in reproducing the PB results.19-26
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The reduced computational cost of the GB model opens
new avenues for more realistic modeling of electrostatic
effects, such as the inclusion of protein conformational
sampling.27 However, the small magnitudes of electrostatic
contributions to binding and folding free energies pose a
challenging demand on the accuracy of calculations. To date,
the errors of the best GB methods in reproducing PB
solvation energies are about 0.5% in relative terms or roughly
several kcal/mol in absolute terms.26,28 The scatter of these
errors among different proteins also appears to be random.

The electrostatic contributions to protein-protein binding
free energies typically have an order of magnitude of 10
kcal/mol.9,10 Therefore even the currently most accurate GB
methods (when benchmarked against PB results) may be
inadequate for predicting binding free energy. One idea for
improving accuracy is to reparameterize GB methods against
PB results. One such attempt was made in calculating
protein-ligand binding free energy,29 using PB results for
a subset of ligands as training data, but the error (as measured
against PB results) in that work was still relatively large,
about 5 kcal/mol. In fact, our recently developed GB method,
GBr6, has even smaller errors on protein-protein binding
free energies (∼1 kcal/mol for protein complexes studied
here) without any reparameterization.26

Here we take a different approach to GB reparameteriza-
tion. The aim of the reparameterization is to allow for
conformational sampling in electrostatic modeling. For each
protein or protein complex, we generate an ensemble of
conformations from molecular dynamics simulations. The
raw GB result for the solvation energy of each conformation
in the ensemble is calculated, and five conformations are
selected to be representative of the variations in solvation
energy of the ensemble. PB results for the solvation energies
of the five representative conformations are then calculated
and used for scaling the corresponding raw GB results. The
scaling factor is finally applied to the rest of the conformation
ensemble. Accuracy of the scaling method is assessed by
comparing the scaled GB results and PB results for the whole
ensemble. While the scaling method is applicable to any GB
method, we report here results for GBr6. We refer to the
reincarnation scaled GBr6 or sGBr6 in short. The promise
of reparameterizing GB against PB results calculated for a
small subset of conformations was demonstrated in an early
study.30

We test scaled GBr6 on a number of applications.
Mutational and salt effects on the binding free energies are
calculated for four protein-protein and protein-RNA com-
plexes. To assess the accuracy of scaled GBr6 for calculating
mutational effects on folding free energy, 26 mutants of the
FK506-binding protein (FKBP) are studied. In addition,
scaled GBr6 is used to calculate the pH dependence of
solubility of two proteins, ribonuclease Sa and insulin.

As another important application, we use scaled GBr6 to
calculate the electrostatic interaction energy of the transient
complex along the protein-protein association pathway,
which predicts the electrostatic enhancement of the protein
binding rate.31-34 The transient complex consists of an
ensemble of configurations, each of which presents a slightly

different relative separation and relative orientation between
the two subunits in a complex. Four pairs of binding proteins
are studied.

In all these applications, we show that the relevant small
differences in electrostatic solvation energy obtained by
scaled GBr6 are accurate to within 0.3 kcal/mol of the
corresponding PB results. These diverse applications illustrate
the wide utility of our GB scaling approach.

II. Theory

In previous studies, we have described the theoretical models
for calculating electrostatic contributions to free energies
of protein binding9,10 and folding,13,14 for calculating the
electrostatic rate enhancement of protein binding,31-34 and
for calculating the pH dependence of protein solubility.17

Here we give brief outlines of these models.
2.1. Binding Free Energy. When two proteins, A and

B, bind to form a complex C, the electrostatic contribution
to the binding free energy is calculated as

∆Gb )Gel(C)-Gel(A)-Gel(B) (1)

where Gel(X), X ) A, B, or C, is the electrostatic free energy
of molecule X. Gel(X) can be decomposed into a Coulomb
term and a solvation term:

Gel(X))GCoul(X)+Gsolv(X) (2)

By this decomposition, ∆Gb has a Coulombic component
and a solvation component. These will be denoted as ∆Gb;Coul

and ∆Gb;solv, respectively. When a point mutation is intro-
duced, ∆Gb can be calculated for the wild-type (wt) pair of
proteins and for the mutant (mt) pair. The change in ∆Gb

by the mutation is

∆∆Gb )∆Gb(mt)-∆Gb(wt) (3)

2.2. Folding Free Energy. For protein folding, we are
interested in mutational effects on the electrostatic contribu-
tion to the folding free energy. It is assumed that, in the
unfolded state, individual residues do not interact, and hence
the contributions of residues other than the one under
mutation are the same in the wild-type protein and the
mutant. (Residual charge-charge interactions in the unfolded
state have been modeled previously.35) Neglecting the
electrostatic free energy of the “other” residues in the unfoled
state (which does not affect the change in folding free energy
by the mutation), the electrostatic contribution to the folding
free energy is

∆Gf )Gel(protein)-Gel(residue) (4)

where the two terms on the right-hand side represent the
electrostatic free energies of the protein in the folded state
and the residue under mutation, respectively. The solvation
component of ∆Gf will be denoted as ∆Gf;solv. The mutational
effect on ∆Gf is given by

∆∆Gf )∆Gf(mt)-∆Gf(wt) (5)

Notice that even ∆Gf(wt) is mutant-specific; we will come
back to this point in subsection 3.4.

2.3. pH Dependence of Solubility. The effect of pH on
protein solubility can be calculated from the pH dependence
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of the transfer free energy of a protein from the condensed
phase to the solution phase. Both the solution phase and the
condensed phase are modeled as continuum dielectrics, with
the dielectric constants taking a value appropriate for water
(equal to 78.5 at room temperature) for the former and a
value (∼55) intermediate between those for water and for
the protein solute. The electrostatic component of the transfer
free energy, which is what is relevant for determining the
pH dependence of solubility, is

∆Gt )Gsolv(εs ) 78.5)-Gsolv(εs ) 55) (6)

where Gsolv(εs) is the electrostatic solvation energy of the
solute protein in a continuum solvent with dielectric constant
εs. This result uses the fact that the Coulomb term is the
same in both phases. Gsolv(εs) at each pH was calculated by
averaging over conformations sampled from constant-pH
molecular dynamics simulations.

2.4. Electrostatic Rate Enhancement. According to the
transient-complex theory,31,33,34 the rate constant for the
association of two proteins under diffusion control can be
predicted as

ka ) ka0e
-∆Gel

∗ ⁄ kBT (7)

where ka0 is the basal rate constant, and ∆Gel* is the
electrostatic interaction energy of the proteins in the transient-

complex ensemble. ∆Gel* is calculated as the average over
configurations representing the transient complex. For each
configuration, the electrostatic interaction energy is as defined
by eq 1, except that C now represents a transient-complex
configuration.

III. Computation Details

3.1. Generation of Conformational Ensembles. For
calculating electrostatic contributions to protein binding and
folding free energies by scaled GBr6, conformations were
generated by explicit-solvent molecular dynamics (MD)
simulations. Four protein-protein and protein-RNA com-
plexes were studied: an enzyme-inhibitor complex formed
by barnase and barstar; complexes formed by the Wiskott-
Aldrich Syndrome protein (WASp) with two homologous
Rho GTPases, Cdc42 and TC10; and a protein-RNA complex
formed by the U1A protein and stem/loop II of the U1 small
nuclear RNA (U1SLII). The first and last complexes were
previously studied by PB calculations.9,11 The two GTPase-
WASp complexes have been studied experimentally.36 These
and other systems studied here are shown in Figure 1.

The simulation of the barnase-barstar complex was carried
out as follows. Starting from the X-ray structure of the
complex (Protein Data Bank entry 1brs37), hydrogens, four
Na+ ions as neutralizing counterions, and 9558 TIP3P water

Figure 1. Systems studied in the present work. (a)-(c) Complexes of barnase and barstar, WASp and Cdc42, and U1A and
U1SLII. The first and second subunits are shown in blue and red, respectively. (d) FKBP. (e) Ribonuclease Sa. (f) Insulin hexamer.
Mutated residues in (a)-(d) and titrated residues in (e) and (f) are labeled.

Scaled Generalized Born Method J. Chem. Theory Comput., Vol. 4, No. 10, 2008 1735



molecules were added by the LEAP program in the Amber
package.38 The side chains of arginine and lysine residues
were positively charged, side chains of aspartate and
glutamate residues were negatively charged, and side chains
of histidine residues were neutral (appropriate for a nominal
pH of 7). The force field was ff99SB.39 The solvent (water
molecules plus counterions) was relaxed first by 200 steps
of energy minimization and then by 100 ps of MD simulation
at a constant pressure MD, all the while the protein complex
was fixed. Next, the whole system was energy minimized
with decreasing harmonic constraints applied to the protein
complex, from 50 kcal/mol/Å2 to 0, for a total of 2500 steps.
The cutoff for the nonbonded interactions was 9 Å, and the
particle mesh Ewald method was used to treat long-range
electrostatic interactions. The whole system was then heated
for 40 ps at constant volume to a final temperature of 298
K. Finally the simulation was continued at constant pressure
and temperature. Bond lengths involving hydrogen atoms
were restrained by the SHAKE algorithm40 throughout the
simulation, allowing a time step of 2 fs. The first 2 ns of the
constant pressure and temperature simulation was discarded;
thereafter conformations were sampled at every 10 ps, and
a total of 548 conformations were collected.

For the Cdc42-WASp complex, an NMR structure with
20 models was available (Protein Data Bank entry 1cee).41

We randomly picked five (models 1, 5, 9, 13, and 17) of the
20 to generate conformational ensembles. No structure for
the TC10-WASp complex was available. We modeled its
structure by aligning the structure of unbound TC10 (Protein
Data Bank entry 2atx36) to Cdc42 in the five NMR models
of the Cdc42-WASp complex. From these 10 starting
structures (five for each complex), MD simulations were
carried out following the protocol for the barnase-barstar
complex. For each of the 10 simulations, 100 conformations
were sampled at every 10 ps after discarding the first 1 ns
of the constant pressure and temperature simulation.

The starting structure for the U1A-U1SLII complex was
as prepared in our previous study.11 100 conformations were
sampled at every 20 ps after discarding the first 2 ns of the
constant pressure and temperature simulation.

FKBP was chosen as a model system for folding because
it is a protein being studied experimentally in our labora-
tory.42 We have accumulated experimental data for the
effects of a large number of charge mutations on the folding
stability (J. Batra, HT, and HXZ, to be published). The same
mutations are the targets of the present study. Starting from
the X-ray structure (Protein Data Bank entry 1fkb43), the
MD simulation of FKBP followed the protocol for the
barnase-barstar complex. 200 conformations were sampled
at every 15 ps after discarding the first 1 ns of the constant
pressure and temperature simulation.

Previously we have used PB calculations to predict the
pH dependences of the solubility of two proteins, ribonu-
clease Sa and insulin.17 The transfer free energy from the
condensed phase to the solution phase was calculated by
averaging over conformations sampled from constant-pH MD
simulations, which were based on the GB model.44 For
testing scaled GBr6, here we simply took the conformations
generated in our previous work and used the PB results

calculated there as the benchmark. We just point out that
100 conformations were collected at each of the nine pH
values (2.3, 2.9, 3.6, 4.0, 4.5, 4.8, 5.0, 5.2, and 5.4) for
ribonuclease Sa and at each of the eight pH values (4.0, 4.5,
5.0, 5.5, 5.75, 6.25, 6.75, and 7.0) for insulin.

We have obtained PB results for the electrostatic interac-
tion energies of the transient complexes of four protein pairs,
formed by barnase and barstar, interleukin-4 (IL4) and
interleukin-4 binding protein (IL4BP), colicin E9 and im-
munity protein 9 (Im9), and acetylcholinesterase (AChE) and
fasciculin (fas).31-33 Each transient complex was represented
by 100 configurations, generated by sampling in the six-
dimensional space of relative translation and rotation (the
conformations of the two subunits were held fixed). Here
we used the same configurations and the PB results to test
scaled GBr6.

3.2. Mutation Protocol. In the present work mutational
effects on binding free energy were calculated for the
barnase-barstar complex, the two GTPase-WASp complexes,
and the U1A-U1SLII complex. Similarly mutational effects
on folding free energy were calculated for FKBP. Mutations
were modeled on each of the conformations collected from
MD simulations of a “wild-type” protein or protein complex,
and the protocol for mutation was the same as developed
previously in single-conformation studies.9,11,13,14 Briefly,
for each single mutation, the LEAP program was used to
replace the wild-type side chain with the mutant side chain.
The new side chain was then energy minimized in vacuum
(while holding the rest of protein or protein complex fixed)
up to 50,000 steps. Multiple mutations were decomposed
into a series of single mutations.

The 17 mutations on the barnase-barstar complex studied
previously9 were also the target of the present work. Of these,
11 are single mutations (bnK27A, bnD54A, bnR59A,
bnE60A, bnR83Q, bnR87A, bnH102A, bsD35A, bsD39A,
bsE76A, and bsE80A; bn and bs refer to barnase and barstar,
respectively). The remaining 6 are double mutations (bnK27A/
bsD39A, bnR59A/bsD35A, bnR59A/bsE76A, bnR59A/
bsE80A, bnR83Q/bsD39A, and bnR87A/bsD39A). Similarly,
seven single mutations (R7Q, K20Q, K22Q, K23Q, K50A,
K60Q, and R70Q) on the U1A in its complex with U1SLII,
studied previously,11 were the target of the present work.

For the Cdc42-WASp complex, the present study covered
a total of 10 mutations. Of these, 7 were single mutations
(E49K on Cdc42, K230A, K230E, K231A, K231E, K232A,
and K232E on WASp), 1 was a double mutation (E49K/
E178K on Cdc42), and 2 were triple mutations (K230A/
K231A/K232A and K230E/K231E/K232E on WASp). Two
mutations were studied on the TC10-WASp complex: K63E
and K63E/T192E; both are on TC10. For the purpose of
making error assessment on scaled GBr6, we group together
the 12 mutations on the two related GTPase-WASp complexes.

We studied 26 mutations on FKBP to find their effects on
the folding free energy. These include 17 single, 5 double,
2 triple, 1 quadruple, and 1 quintuple mutation (listed in
Figure 6).

3.3. PB and GB Calculations. The PB results for
benchmarking scaled GBr6 on pH dependence of protein
solubility and on electrostatic interaction energy of transient
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complex were available from previous studies.17,32 PB results
for electrostatic contributions to binding and folding free
energies were newly calculated here on the conformational
ensembles described above. The calculations were done by
the UHBD program2 following a previously established
protocol.9,11,13,14 In particular, the dielectric boundary be-
tween the protein or RNA low dielectric and the solvent high
dielectric was specified by the van der Waals surface instead
of the more popularly used molecular surface. We have had
the most success with the former surface in comparing PB
calculations with experimental results for mutational effects
on protein folding and binding free energies9-11,13,14 and
for electrostatic enhancement of protein binding rates.33,34

The van der Waals surface is also what is modeled into our
GB method, GBr6.26

Mutational effects on the barnase-barstar binding free
energy were calculated for an ionic strength of 25 mM. In
addition, PB and GB calculations were also carried out for
the wild-type complex at ionic strengths of 50, 125, 225,
325, 525, and 1000 mM to test scaled GBr6 on salt effects.
The ionic strengths for PB and GB calculations were 100
mM for the GTPase-WASp complexes, 160 mM for the
U1A-U1SLII complex, and 150 mM for FKBP. All calcula-
tions used the Amber94 atomic partial charges45 and Bondi
radii (H, 1.2 Å; O, 1.5 Å; N, 1.55 Å; C, 1.7 Å; S and P, 1.8
Å).46 Except for the U1A-U1SLII complex, all PB results
were obtained by solving the linearized PB equation. For
the protein-RNA complex, the full PB equation was solved
due to the high charges on the system. We have developed
a version of GBr6 called GBr6NL,47 which mimics the full
nonlinear PB equation. However, since the nonlinear PB
equation has not been modeled by other GB methods and
our scaling-based reparameterization was intended for GB
methods in general, even for the U1A-U1SLII complex we
used raw GBr6 results for scaling. (We did use the nonlinear
PB results for the U1A-U1SLII complex to test the scaling
method on GBr6NL. As expected, the raw GBr6NL results
had slightly less deviations from the PB targets than the raw
GBr6 results, but the scaling method worked equally well
for the two GB versions.)

3.4. GB Scaling Protocol. Rather than refine GBr6

internally, our strategy for reparameterization was to take
raw GBr6 results and postprocess them by scaling. The
scaling was based on PB results for a small number (five)
of conformations judiciously selected as representatives of
the conformation ensemble. The selection varied somewhat
from application to application, but followed the same overall
design, as illustrated in Figure 2.

Let us illustrate the scaling protocol using mutational
effects on the binding free energy of a protein complex. First,
for each conformation in the ensemble, the raw GBr6 result
for ∆Gb(wt) was calculated. Then, five conformations were
selected for scaling purpose, based on the mean (m) and
standard deviation (σ) of the raw GBr6 results within the
conformational ensemble. The representative conformations
had raw GBr6 results closest to the following target values:
m, m ( 0.5σ, m-0.75σ, m ( 1.0σ, and m-1.5σ. The first
or second set of signs was chosen depending on whether
the actual value of the first conformation was above or below
m. Other target values were experimented with, but the above
values resulted in the best overall performance. We now refer
to the raw GBr6 results for the solvation component of
∆Gb(wt) as ∆GGB(i), i ) 1 to 5, for the five conformations.

The corresponding PB results, ∆GPB(i), i ) 1 to 5, for the
five representative conformations were also obtained. The
average of the five individual ratios, ∆GPB(i)/∆GGB(i), was
finally taken as the factor (λ) for scaling the raw GBr6 results
of the whole conformational ensemble. The same five
representative conformations were also used for calculating
the scaling factors of all mutants of the same protein
complex. For each mutant, calculating the scaling factor
involved again obtaining PB results on the five representative
conformations. The ratio ∆GPB(i)/∆GGB(i) could spuriously
deviate significantly from 1 when the magnitudes of ∆Gb;solv

calculated by GBr6 or PB on the representative conformations
were too small. To prevent the scaling factor from being
biased by such spurious ratios, we filtered out ratios outside
the range of 0.75 to 1.25. This filtering was triggered only
rarely in the present study.

After the scaling factors were separately found for the
wild-type complex and each mutant, the mutational effect
on the electrostatic contribution to the binding free energy
was calculated as

∆∆Gb ) [λ(mt)∆GGB(mt)+∆Gb;Coul(mt)]-
[λ(wt)∆GGB(wt)+∆Gb;Coul(wt)](8)

This equation was applied to the individual conformations
in the ensemble, all using the same scaling factors λ(mt) and
λ(wt). The final, ensemble-averaged, prediction for the
mutational effect was taken as an average of the results for
∆∆Gb calculated on the individual conformations. The same
procedure was also adopted for studying salt effects on the
binding free energy. In that case ‘mt’ and ‘wt’ refer to the
salt concentration of interest and a reference salt concentra-
tion, respectively.

Figure 2. Illustration of the scaling protocol.
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The scaling protocol for mutational effects on the folding
free energy was similar. In this case, ∆Gf, as defined in eq 4,
was used for scaling. As noted in subsection 2.2, even ∆Gf(wt)
is mutant-specific; therefore, unlike in the case of binding free
energy, it is not possible to have one set of five representative
conformations that is applicable to all mutants. Instead, for each
mutant, the five representative conformations were selected
based on GBr6 results for ∆Gf(wt). The scaling factors for the
wild-type protein and the mutant were then found by obtaining
PB results for the solvation components of ∆Gf(wt) and ∆Gf(mt)
on these five conformations.

Extensions of the scaling protocol to studies of pH
dependence of protein solubility and electrostatic rate
enhancement were straightforward. For the former we just
mention that ∆Gt, the electrostatic component of the transfer
free energy, was used for scaling. For the latter study, we
mention that the interaction energy ∆Gel* itself, as opposed
to its changes by mutation or by salt, was of direct interest.

IV. Results and Discussion

4.1. Importance of Conformational Sampling. The
premise of our method for GB reparameterization is that
results calculated from an extensive conformational ensemble
are much more reliable than those from a single conforma-
tion. It can be argued, from both fundamental and practical
points of view, that a conformational ensemble is superior
to a single conformation for predicting binding and folding
free energies. In mimicking experimental measurements, an
ensemble of conformations is obviously more realistic than
a single conformation; experimental results are averages over
a conformational ensemble under certain solvent conditions.
In a statistical sense, the errors of calculation results decrease
with increasing size of the conformational ensemble.

We use PB results for the effects of 17 mutations on the
binding free energy of the barnase-barstar complex to
illustrate the comparison between ensemble and single-
conformation predictions. For each mutation, we take the
mean value of the PB results for ∆∆Gb over the 548 sampled
conformations as the ensemble prediction. The 548 confor-
mations were sampled over the course of 5.5 ns of MD

simulation. The pairwise root-mean-square-deviations (rmsd)
between CR atoms of the 548 conformations were peaked
around 1 Å, typical of conformational fluctuations of
structured proteins on the ns time scale. For all the mutants,
the ranges of variation of ∆∆Gb within the conformational
ensemble were found to be comparable to the magnitudes
of the mean ∆∆Gb values (Table 1). For example, for the
barnase R59A mutation, PB results for ∆∆Gb among the
548 conformations varied from 3.1 to 6.5 kcal/mol, spanning
a range of 3.4 kcal/mol. In comparison, the mean ∆∆Gb is
4.8 kcal/mol, and the standard deviation is 0.6 kcal/mol. The
fact that, relative to the mean value, the range of variation
of ∆∆Gb is large whereas the standard deviation is small
provides direct evidence that the ensemble prediction is much
more reliable than single-conformation predictions.

We further assess the ensemble and single-conformation
predictions against experimental binding data for the 17
mutations (Table 1).48-50 For each single conformation, we
measure prediction error by the root-mean-square-deviation
(rmsd) between PB results for ∆∆Gb and experimental data
for the 17 mutations. The errors calculated over the 548
sampled conformations are presented in Figure 3 as a
histogram. They range from 1.25 to 2.27 kcal/mol. In
comparison, the ensemble prediction has an rmsd of 1.55
kcal/mol from experiment. The latter value places the
ensemble prediction in the 31st percentile of the single-
conformation predictions. In other words, the probability of
a randomly chosen single conformation performing worse
than the ensemble is 69%. We thus show that, relative to
single-conformation predictions, the ensemble prediction is
not only more precise (as measured by standard deviation
of the ensemble) but also more accurate (as measured by
rmsd from experiment).

4.2. Performance of Raw GBr6. To establish a baseline
for assessing the performance of scaled GBr6, we first
benchmark the original GBr6 against PB. For each ∆∆Gb,
∆∆Gf, ∆Gt, or ∆Gel* value, we take the ensemble-averaged
PB result as the target and measure error as the deviation of
the ensemble-averaged GBr6 result from the PB target. When
multiple mutants on the same protein or protein complex

Table 1. PB, sGBr6, and Experimental Results (in kcal/mol) for ∆∆Gb of 17 Mutations on the Barnase-Barstar Complexa

mutants PB range PB m ( sd sGBr6 m ( sd expt

bnK27A 3.97 to 6.77 5.28 ( 0.50 5.34 ( 0.43 5.4
bnD54A -2.93 to -1.36 -2.05 ( 0.26 -1.91 ( 0.17 -0.9
bnR59A 3.11 to 6.52 4.82 ( 0.57 4.89 ( 0.53 5.2
bnE60A -1.40 to 0.65 -0.52 ( 0.35 -0.31 ( 0.36 -0.3
bnR83Q 4.08 to 8.82 6.72 ( 0.61 6.69 ( 0.57 5.4
bnR87A 3.89 to 6.20 4.91 ( 0.43 4.84 ( 0.39 5.5
bnH102A 0.28 to 2.39 1.50 ( 0.34 1.55 ( 0.36 6.1
bsD35A 2.17 to 6.13 3.82 ( 0.72 3.92 ( 0.61 4.5
bsD39A 5.56 to 10.32 7.97 ( 0.83 8.05 ( 0.79 7.7
bsE76A 1.92 to 4.83 3.35 ( 0.54 3.37 ( 0.52 1.4
bsE80A -0.16 to 0.95 0.38 ( 0.18 0.39 ( 0.13 0.5
bnK27A/bsD39A 6.93 to 11.25 9.24 ( 0.83 9.25 ( 0.75 8.2
bnR59A/bsD35A 4.27 to 9.71 7.02 ( 0.89 7.03 ( 0.80 6.3
bnR59A/bsE76A 2.97 to 6.39 4.63 ( 0.58 4.68 ( 0.53 4.9
bnR59A/bsE80A 2.99 to 6.47 4.74 ( 0.60 4.88 ( 0.54 5.1
bnR83Q/bsD39A 6.93 to 11.68 9.36 ( 0.92 9.33 ( 0.91 6.4
bnR87A/bsD39A 5.88 to 10.52 8.17 ( 0.86 8.20 ( 0.80 7.1

a PB and sGBr6 results were calculated on 548 conformations sampled from an MD simulation. Range, m, and sd refer to the range of
variation, the mean, and the standard deviation, respectively, of ∆∆Gb among the conformations.
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are studied (for ∆∆Gb and ∆∆Gf results), or when one
protein is studied at different pH (for ∆Gt results), we report
a single error value, which is given by the rmsd from the
PB targets among all the mutants or all the pH values.

The errors of the original GBr6 for the various types of
calculations are summarized in Table 2. For the barnase-
barstar complex, ∆∆Gb errors calculated by GBr6 for the
17 individual mutations ranged from 0.1 to 1.9 kcal/mol,
resulting in an overall rmsd of 0.85 kcal/mol. Similar ∆∆Gb

errors are also seen for mutations on the GTPase-WASp and
U1A-U1SLII complexes.

It is interesting to note that the ∆∆Gb errors seen on these
complexes are suppressed by error cancelation between
calculations on a complex and calculations on the separate
subunits. For example, for the barnase R59A mutation, GBr6

overestimated the magnitude of the solvation energy of the
complex by 2.22 kcal/mol and at the same time overestimated
the magnitudes of the solvation energies of the two subunits
by 2.61 and 0.05 kcal/mol, respectively. Taken together, the
net error on ∆Gb(mt) was only 0.44 kcal/mol. While this
error cancellation was widely seen on the protein complexes
studied here, there is no guarantee that it will always occur.
It is possible that, for a given protein complex, GBr6

overestimates the solvation energy of the complex but at the
same time underestimates the solvation energies of the
subunits. In that situation, the errors accumulate rather than
cancel. Errors from calculations on a mutant and those on
the wild-type complex may also either cancel or accumulate.
For the barnase R59A mutation, GBr6 errors on ∆Gb(mt)
and ∆Gb(wt) occurred in opposite directions, resulting in an
accumulative error of 0.64 kcal/mol on ∆∆Gb. On the other
hand, for the U1A-U1SLII complex, GBr6 errors on ∆Gb(mt)
and ∆Gb(wt) occurred in the same direction; otherwise the
differences in ∆∆Gb between GBr6 and PB, which was from
solving the nonlinear PB equation for this particular complex,
would have been much greater.

The ∆∆Gf errors calculated by GBr6 for the 26 individual
mutations on FKBP reached as much as 2.4 kcal/mol. Even
though the overall rmsd of 1.1 kcal/mol of all the 26

mutations is only slightly more than what was found above
for the mutational effects on the binding free energy of the
barnase-barstar complex, the ∆∆Gf errors on FKBP are much
more significant. According to PB calculations (see Figure
6 below), of the 26 mutations, 9 changed the folding free
energy of FKBP by less than 0.5 kcal/mol, and another 8 by
0.5 to 1.0 kcal/mol; the largest effect of an individual
mutation was 3.5 kcal/mol. In contrast, as shown in Table 1
under the “PB m ( sd” heading, only 2 of the 17 mutations
on the barnase-barstar complex affected the binding free
energy by less than 1.0 kcal/mol; the largest effect of an
individual mutation was 9.4 kcal/mol.

The ∆Gt results calculated by GBr6 for ribonuclease Sa
at nine pH values deviated from their PB targeted by 0.2 to
0.9 kcal/mol, resulting in an overall rmsd of 0.46 kcal/mol.
Deviations of such magnitudes are significant because the
PB results at the nine pH values differed at most by only
1.3 kcal/mol, and it is these small differences that predict
the pH dependence of the solubility.17 For insulin, the
deviations of GBr6 results for ∆Gt results at eight pH values
were quite large, ranging from 2.5 to 9.3 kcal/mol (with an
rmsd of 6.8 kcal/mol). The larger deviations most likely were
due to the large size of the insulin hexamer (with a total of
306 residues); our GBr6 method was benchmarked on a set
of proteins with up to 250 residues.26

In our previous study,32 the PB results for ∆Gel* calculated
on the transient-complex ensembles of the barnase-barstar,
IL4-IL4BP, E9-Im9, and AChE-fas protein pairs were -3.3,
-4.3, -3.1, and -4.0 kcal/mol, respectively. The corre-
sponding GBr6 results obtained here were -0.45, -1.4,
-0.73, and 0.57 kcal/mol, respectively. The raw GBr6 results
thus had large errors.

While the ensemble-averaged values of ∆∆Gb, ∆∆Gf, ∆Gt,
and ∆Gel* obtained by GBr6 had relatively large deviations
from the PB targets, in each application the GBr6 and PB
sets of values calculated on the individual conformations did
show strong correlations. In Figure 4 we illustrate the
correlations on the E49K/E178K mutation of Cdc42 for
binding and on the T21K mutation of FKBP for folding.
From linear regression analyses with the requirement of a
zero intercept, the correlation R2 values were ∼0.99. The
strong correlations between raw GBr6 results and their PB
counterparts are the foundation of our scaling-based GB
reparameterization. The errors of raw GBr6 are manifested
by a nonunity slope of the GBr6-PB correlation, which, as
will be seen shortly, is rectified by the scaling.

4.3. Performance of Scaled GBr6. Upon applying scaling
factors calculated on a small subset of five conformations,
the errors of GBr6 on ∆∆Gb, ∆∆Gf, ∆Gt, and ∆Gel* all
dropped to within 0.3 kcal/mol (Table 2). Just like in the
previous subsection, errors refer to deviations from the PB
targets. For the barnase-barstar complex, the errors of scaled
GBr6 for 13 of the 17 mutations were less than 0.1 kcal/
mol, and the errors of the remaining 4 mutations were less
than 0.2 kcal/mol; the overall rmsd was 0.09 kcal/mol. Notice
that the latter value is much smaller than the fluctuations of
the PB results for ∆∆Gb within the conformational ensemble
(see Table 1). The final predictions of scaled GBr6 for ∆∆Gb

are given in Table 1 for comparison against experimental

Figure 3. Distribution of PB-experiment difference among 548
conformations of the barnase-barstar complex. On each
conformation, PB results for ∆∆Gb of 17 mutations were
obtained, and their rmsd from experiment was used as the
measure of PB-experiment difference. A vertical arrow, at 1.55
kcal/mol, indicates the rmsd of the ensemble prediction.
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and PB results. The rmsd of scaled GBr6 results from
experiment was 1.53 kcal/mol, virtually the same as the 1.55-
kcal/mol rmsd of PB results from experiment. We further
tested scaled GBr6 for predicting salt effects on the binding

free energy of the barnase-barstar complex. According to
PB calculations, increasing ionic strength from 25 mM to 1
M reduces the magnitude of the binding free energy by 2.2
kcal/mol. As Figure 5 shows, scaled GBr6 remarkably well

Table 2. Errors of Raw GBr6 and sGBr6 as Measured by Deviations from PB Resultsa

system
no. of
conf.

no. of mt
or pHb

PB
results

GBr6

error
sGBr6

error

∆∆Gb

Bn-Bs 548 17 -2.1 to 9.4 0.85 0.09
GTPase-WASp #1 100 12 -1.2 to7.9 1.12 0.14
GTPase-WASp #5 100 12 -1.9 to 7.2 1.28 0.19
GTPase-WASp #9 100 12 -1.8 to 8.6 0.95 0.20
GTPase-WASp #13 100 12 -1.5 to 8.3 1.30 0.32
GTPase-WASp #17 100 12 -3.1 to 6.7 1.30 0.32
U1A-U1SLII 100 7 0.1 to 3.1 0.69 0.05

∆∆Gf

FKBP 200 26 -3.5 to 1.4 1.11 0.14

∆Gt

RNase Sa 100 9 -13.8 to -12.5 0.46 0.07
insulin 100 8 -63.2 to -60.9 6.83 0.34

∆Gel*
Bn-Bs 100 -3.30 2.85 0.07
IL4-IL4BP 100 -3.05 2.94 0.22
E9-Im9 100 -4.33 2.32 0.07
AChE-fas 100 -4.04 4.61 0.06

a All are in kcal/mol. b In ∆∆Gb and ∆∆Gf calculations, multiple mutations on a given protein or protein complex were studied. Error was
measured by rmsd among the mutations. In ∆Gt calculations, a given protein was studied at multiple pH values; again rmsd was used as
the measure of error.

Figure 4. Correlation of GBr6 and PB results for ∆Gb;solv (∆Gf;solv), the solvation component of the electrostatic contribution to
the binding (folding) free energy. Both sets of results were calculated on the same conformational ensemble. (a) and (b) ∆Gb;solv

of wild-type Cdc42-WASp complex and the Cdc42 E49K/E178K mutant. (c) and (d) ∆Gf;solv of wild-type FKBP and the T21K
mutant. In the linear regression analyses, the y-intercepts were always constrained at zero.
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reproduces the salt dependence of the binding free energy
obtained by PB.

Very good agreement between scaled GBr6 and PB was
also observed for the GTPase-WASp complexes. As sum-
marized in Table 2, the RMSDs of scaled GBr6 from PB,
calculated over 12 mutations on the two related complexes,
ranged from 0.14 to 0.32 kcal/mol among conformational
ensembles sampled using five different NMR models as
starting structures. The average rmsd over the five confor-
mational ensembles was 0.23 kcal/mol.

The highly charged protein-RNA complex between U1A
and U1SLII did not present an obstacle for the scaling
method. The rmsd between scaled GBr6 and PB was just
0.05 kcal/mol among seven mutations. Note that for this
system the PB results were obtained from solving the
nonlinear PB equation, so the test on this system demon-
strates that scaled GBr6 can work well even for highly
charged systems such as protein-nucleic acid complexes, for
which the nonlinear PB equation would otherwise be
required. Solving the full nonlinear PB equation takes much
longer CPU time than solving the linearized version. For
highly charged systems, scaled GBr6 affords especially
significant gain in computational speed and yet can still be
highly accurate for calculating small electrostatic effects such
as those caused by mutations on binding free energy.

The success of scaled GBr6 with predicting binding free
energy was repeated on predicting folding free energy. For
26 mutations on FKBP, the rmsd from PB targets was just
0.14 kcal/mol. A comparison between ∆∆Gf results obtained
by scaled GBr6 and PB for the 26 mutations is displayed in
Figure 6. Note that scaled GBr6 performed equally well for
single mutations and for multiple mutations. Once again the
deviations of GBr6 from PB are much smaller than the
fluctuations of the PB results for ∆∆Gf within the confor-
mational ensemble.

Let us use a binding example and a folding example to
illustrate how scaled GBr6 achieved its accuracy. The binding
example is the E49K/E178K mutation of Cdc42, and the

folding example is the T21K mutation of FKBP. The
correlations between raw GBr6 and PB for these two
examples have been shown in Figure 4. For binding, the
slope of the linear regression between raw GBr6 and PB was
1.0306 for the wild-type complex and 1.0427 for the mutant.
The optimal scaling would be to use these slopes as scaling
factors. However, obtaining these slopes would require PB
results for the whole conformational ensemble, which defeats
the purpose of designing GB methods. By using PB results
for a small subset of five conformations, we obtained scaling
factors of 1.0306 for the wild-type complex and 1.0403 for
the mutant. These scaling factors are very close to the slopes
from linear regression, hence explaining why scaled GBr6

was so accurate. Similarly, for the folding examples, the
slopes from linear regression were 1.0004 for wild-type
FKBP and 0.9972 for the mutant. For the subset of five
conformations, the scaling factors were found to be 1.0016
for the wild-type protein and 0.9982 for the mutant. The latter
pairs of values again are very close to the respective slopes.

Raw GBr6 already did a good job in reproducing PB for
∆Gt of ribonuclease Sa. Scaling was able to further reduce
the rmsd, from 0.46 to 0.07 kcal/mol, among nine pH values.
For insulin, scaled GBr6 dramatically reduced the error on
∆Gt, from 6.8 to 0.34 kcal/mol. For ∆Gel* of the four protein
pairs, scaling was able to essentially erase the large errors
of raw GBr6. Scaled GBr6 results differed from the PB targets
by 0.2 kcal/mol or less for all four protein pairs.

We carried out some experimentation with the number of
representative conformations used for calculating scaling
factors. Our conclusion is that five is the optimal compromise
between accuracy (demanding more conformations) and
computational cost (demanding less conformations). How-
ever, it seems that even with fewer numbers of conforma-
tions, the performance of scaled GBr6 will not deteriorate
significantly. In our test on the barnase-barstar complex,
using only three representative conformations (the first,
second, and third, or the first, third, and last of the original
five), the rmsd between scaled GBr6 and PB increased only
minutely, from 0.09 to 0.14 kcal/mol.

The success of scaled GBr6 in achieving very good
agreement with PB results owes in large part to the quality
of the original GBr6 results. As shown in Figure 4, the
original GBr6 results have high linear correlations with PB
results, and the y-intercepts of these correlations are nearly
zero. In the early work of David et al.,30 the GB method
used produced significant y-intercepts, which were probably
the main reason for the modest improvement achieved by
reparameterization.

4.4. Cross-Validations. It is interesting to know how well
the scaling scheme works when scaling factors obtained on
five conformations selected from one subensemble are
applied to another subensemble. As an example, an early
portion of a MD trajectory may be used to generate the
conformations for producing the scaling factors, which may
then be applied to conformations sampled from the continu-
ation of the MD simulation. To address the question posed
above, we designed two types of cross-validation tests,
depending on how the conformations were divided into
subensembles. The barnase-barstar complex was chosen for

Figure 5. Comparison of scaled GBr6 and PB results for the
salt dependence of the barnase-barstar binding free energy.
Changes in ∆Gb from the respective results at an ionic
strength of 25 mM are displayed.
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this purpose simply because it happened to have the most
conformations (548) saved and PB results calculated for
benchmarking. In the first cross-validation test, the 548
conformations were divided into four equal subensembles
according to time sequence. In the second cross-validation
test, every fourth conformation was collected into a suben-
semble, and each of the fist four conformations of the whole
ensemble started a different subensemble.

We refer to the subensemble from which the scaling factors
were obtained as the training subensemble and examine
whether the scaling factors when applied to a different
subensemble would lead to larger errors than when applied
to the training subensemble itself. As the results in Table 3
show, for both types of cross-validation tests, applying the
scaling factors to the training or a different subensemble
produces very similar errors.

A caveat about the cross-validation tests is that the
different subensembles must all be part of the conformational
fluctuations within a single deep energy well. If the protein

or protein complex undergoes a conformational transition
and different subensembles are collected before and after
the transition, cross validation clearly will fail. It is important
that, in designing scaling schemes, such conformational
transitions are recognized, and one set of scaling factors is
used for each unique deep energy well.

V. Conclusion

We have demonstrated that a scaled GB method accurately
reproduces PB results for binding and folding free energies,
transfer energies between crystalline and solution phases, and
electrostatic interaction energies in transient complexes. The
scaled GB method thus opens the door to incorporate
conformational sampling in robust and accurate modeling
of small electrostatic effects, which fall within the error range
of current GB methods.

The deviations of scaled GBr6 from PB are much smaller
than the fluctuations of PB results within conformational
ensembles. Our scaling scheme thus seems to have pushed GB
methods to their accuracy limit. In our opinion, reparameter-
ization without reference to any PB results will never be able
to reach such a level of accuracy. Combining one of the most
accurate raw GB methods with a PB-guided scaling method,
scaled GBr6 promises to be a prototype for a new generation
of fast continuum solvation models for incorporating confor-
mational sampling in binding and folding free energy and other
related calculations. A major application of GB methods is in
implicit-solvent molecular dynamics simulations. Applying
scaled GBr6 in such simulations is underway.

Figure 6. Comparison of scaled GBr6 and PB results for ∆∆Gf of 26 mutations on FKBP. Error bars indicate standard deviations
within the conformational ensemble.

Table 3. Cross-Validation of sGBr6 on ∆∆Gb Results of 17
Mutations on the Barnase-Barstar Complexa

training type-1 test type-2 test

subensemble 1 0.15 (0.08) 0.06 (0.06)
subensemble 2 0.09 (0.09) 0.15 (0.15)
subensemble 3 0.14 (0.16) 0.14 (0.14)
subensemble 4 0.14 (0.12) 0.12 (0.12)
average 0.13 (0.11) 0.12 (0.12)

a Under each type of test, error in kcal/mol, as measured by
rmsd from PB targets, is given. The number in parentheses
represents the error when the scaling factors were applied to the
training subensemble itself; the number outside represents the
error obtained on the other three subensembles.

1742 J. Chem. Theory Comput., Vol. 4, No. 10, 2008 Tjong and Zhou



Acknowledgment. This work was supported in part by
NIH grant GM058187.

References

(1) Gilson, M. K.; Honig, B. Calculation of the total electrostatic
energy of a macromolecular system: Solvation energies,
binding energies, and conformational analysis. Proteins 1988,
4, 7–18.

(2) Madura, J. D.; Briggs, J. M.; Wade, R.; Davis, M. E.; Luty,
B. A.; Ilin, A.; Antosiewicz, J.; Gilson, M. K.; Bagheri, B.;
Scott, L. R.; McCammon, J. A. Electrostatic and diffusion of
molecules in solution: simulations with the University of
Houston Brownian Dynamics program. Comput. Phys. Com-
mun. 1995, 91, 57–95.

(3) Baker, N. A.; Sept, D.; Joseph, S.; Holst, M. J.; McCammon,
J. A. Electrostatics of nanosystems: application to microtubules
and the ribosome. Proc. Natl. Acad. Sci. U.S.A. 2001, 98,
10037–10041.

(4) Grant, J. A.; Pickup, B. T.; Nicholls, A. A smooth permittivity
function for Poisson-Boltzmann solvation methods. J. Com-
put. Chem. 2001, 22, 608–640.

(5) Fogolari, F.; Brigo, A.; Molinari, H. The Poisson-Boltzmann
equation for biomolecular electrostatics: a tool for structural
biology. J. Mol. Recognit. 2002, 15, 377–392.

(6) Luo, R.; David, L.; Gilson, M. K. Accelerated Poisson-
Boltzmann calculations for static and dynamic systems.
J. Comput. Chem. 2002, 23, 1244–1253.

(7) Lu, Q.; Luo, R. A PoissonsBoltzmann dynamics method with
nonperiodic boundary condition. J. Chem. Phys. 2003, 119,
11035–11047.

(8) Baker, N. A. Improving implicit solvent simulations: a Poisson-
centric view. Curr. Opin. Struct. Biol. 2005, 15, 137–143.

(9) Dong, F.; Vijayakumar, M.; Zhou, H.-X. Comparison of
calculation and experiment implicates significant electrostatic
contributions to the binding stability of barnase and barstar.
Biophys. J. 2003, 85, 49–60.

(10) Dong, F.; Zhou, H.-X. Electrostatic contribution to the binding
stability of protein-protein complexes. Proteins 2006, 65, 87–
102.

(11) Qin, S.; Zhou, H.-X. Do electrostatic interactions destabilize
protein-nucleic acid binding. Biopolymers 2007, 86, 112–118.

(12) Bertonati, C.; Honig, B.; Alexov, E. Poisson-Boltzmann
calculations of nonspecific salt effects on protein-protein
binding free energies. Biophys. J. 2007, 92, 1891–1899.

(13) Vijayakumar, M.; Zhou, H.-X. Salt bridges stabilize the folded
structure of barnase. J. Phys. Chem. B 2001, 105, 7334–7340.

(14) Dong, F.; Zhou, H.-X. Electrostatic contributions to T4
lysozyme stability: solvent-exposed charges versus semi-
buried salt bridges. Biophys. J. 2002, 83, 1341–1347.

(15) Tan, Y. H.; Luo, R. Protein stability prediction: a Poisson-
Boltzmann approach. J. Phys. Chem. B 2008, 112, 1875–1883.

(16) Zhou, H.-X. Interactions of macromolecules with salt ions:
an electrostatic theory for the Hofmeister effect. Proteins
2005, 61, 69–78.

(17) Tjong, H.; Zhou, H.-X. Prediction of protein solubility from
calculation of transfer free energy. Biophys. J. 2008, 95,
2601–2609.

(18) Still, W. C.; Tempczyk, A.; Hawley, R. C.; Hendrickson, T.
Semianalytical treatment of solvation for molecular mechanics
and dynamics. J. Am. Chem. Soc. 1990, 112, 61276129.

(19) Hawkins, G. D.; Cramer, C. J.; Truhlar, D. G. Parametrized
models of aqueous free energies of solvation based on pairwise
descreening of solute atomic charges from a dielectric
medium. J. Phys. Chem. 1996, 100, 19824–19839.

(20) Ghosh, A.; Rapp, C. S.; Friesner, R. A. Generalized Born
model based on a surface integral formulation. J. Phys. Chem.
B 1998, 102, 10983–10990.

(21) Bashford, D.; Case, D. A. Generalized Born models of
macromolecular solvation effects. Annu. ReV. Phys. Chem.
2000, 51, 129–152.

(22) Lee, M. S.; Feig, M.; Salsbury, F. R., Jr.; Brooks, C. L., III.
New analytic approximation to the standard molecular volume
definition and its application to generalized Born calculations.
J. Comput. Chem. 2003, 24, 1348–1356.

(23) Onufriev, A.; Bashford, D.; Case, D. A. Exploring protein
native states and large-scale conformational changes with a
modified generalized Born model. Proteins 2004, 55, 383–
394.

(24) Feig, M.; Brooks, C. L. Recent advances in the development
and application of implicit solvent models in biomolecule
simulations. Curr. Opin. Struct. Biol. 2004, 14, 217–224.

(25) Gallicchio, E.; Levy, R. M. AGBNP: an analytic implicit
solvent model suitable for molecular dynamics simulations
and high-resolution modeling. J. Comput. Chem. 2004, 25,
479–499.

(26) Tjong, H.; Zhou, H.-X. GBr6: a parameterization-free, ac-
curate, analytical generalized Born method. J. Phys. Chem.
B 2007, 111, 3055–3061.

(27) Gohlke, H.; Kiel, C.; Case, D. A. Insights into protein-protein
binding by binding free energy calculation and free energy
decomposition for the Ras-Raf and Ras-RalGDS complexes.
J. Mol. Biol. 2003, 330, 891–913.

(28) Feig, M.; Onufriev, A.; Lee, M. S.; Im, W.; Case, D. A.;
Charles, L.; Brooks, I. Performance comparison of generalized
Born and Poisson methods in the calculation of electrostatic
solvation energies for protein structures. J. Comput. Chem.
2004, 25, 265–284.

(29) Liu, H. Y.; Zou, X. Electrostatics of ligand binding: param-
etrization of the generalized Born model and comparison with
the Poisson-Boltzmann approach. J. Phys. Chem. B 2006,
110, 9304–9313.

(30) David, L.; Luo, R.; Gilson, M. K. Comparison of generalized
Born and Poisson methods: Energetics and dynamics of HIV
protease. J. Comput. Chem. 2000, 21, 295–309.

(31) Alsallaq, R.; Zhou, H.-X. Energy landscape and transition state
of protein-protein association. Biophys. J. 2007, 92, 1486–
1502.

(32) Alsallaq, R.; Zhou, H.-X. Prediction of protein-protein as-
sociation rates from a transition-state theory. Structure 2007,
15, 215–224.

(33) Alsallaq, R.; Zhou, H.-X. Electrostatic rate enhancement and
transient complex of protein-protein association. Proteins
2008, 71, 320–335.

(34) Qin, S.; Zhou, H.-X. Prediction of salt and mutational effects
on the association rate of U1A protein and U1 small nuclear
RNA stem/loop II. J. Phys. Chem. B 2008, 112, 5955–5960.

Scaled Generalized Born Method J. Chem. Theory Comput., Vol. 4, No. 10, 2008 1743



(35) Zhou, H.-X. A Gaussian-chain model for treating residual
charge-charge interactions in the unfolded state of proteins.
Proc. Natl. Acad. Sci. U.S.A. 2002, 99, 3569–3574.

(36) Hemsath, L.; Dvorsky, R.; Fiegen, D.; Carlier, M. F.;
Ahmadian, M. R. An electrostatic steering mechanism of
Cdc42 recognition by Wiskott-Aldrich syndrome proteins.
Mol. Cell 2005, 20, 313–324.

(37) Buckle, A. M.; Schreiber, G.; Fersht, A. R. Protein-protein
recognition: crystal structural analysis of a barnase-barstar
complex at 2.0-Å resolution. Biochemistry 1994, 33, 8878–
8889.

(38) Case, D. A.; Darden, T. A.; Cheatham, T. E. I.; Simmerling,
C. L.; Wang, J.; Duke, R. E.; Luo, R.; Merz, K. M.; Pearlman,
D. A.; Crowley, M.; Walker, R. C.; Zhang, W.; Wang, B.;
Hayik, S.; Roitberg, A.; Seabra, G.; Wong, K. F.; Paesani,
F.; Wu, X.; Brozell, S.; Tsui, V.; Gohlke, H.; Yang, L.; Tan,
C.; Mogan, J.; Hornak, V.; Cui, G.; Beroza, P.; Mathews,
D. H.; Schafmeister, J. W.; Ross, W. S.; Kollman, P. A.
AMBER 9; University of California: San Francisco, 2006.

(39) Hornak, V.; Abel, R.; Okur, A.; Strockbine, B.; Roitberg, A.;
Simmerling, C. Comparison of multiple Amber force fields
and development of improved protein backbone parameters.
Proteins 2006, 65, 712–725.

(40) Ryckaert, J.-P.; Ciccotti, G.; Berendsen, H. J. C. Numerical
integration of the Cartesian equations of motion of a system
with constraints: molecular dynamics of n-alkanes. J. Comput.
Phys. 1977, 23, 327–341.

(41) Abdul-Manan, N.; Aghazadeh, B.; Liu, G. A.; Majumdar, A.;
Ouerfelli, O.; Siminovitch, K. A.; Rosen, M. K. Structure of
Cdc42 in complex with the GTPase-binding domain of the
‘Wiskott-Aldrich syndrome’ protein. Nature 1999, 399, 379–
383.

(42) Spencer, D. S.; Xu, K.; Logan, T. M.; Zhou, H.-X. Effects of
pH, salt, and macromolecular crowding on the stability of
FK506-binding protein: An integrated experimental and
theoretical study. J. Mol. Biol. 2005, 351, 219232.

(43) Van Duyne, G. D.; Standaert, R. F.; Schreiber, S. L.; Clardy,
J. Atomic structure of the rapamycin human immunophilin
FKBP-12 complex. J. Am. Chem. Soc. 1991, 113, 7433–7434.

(44) Mongan, J.; Case, D. A.; McCammon, J. A. Constant pH
molecular dynamics in generalized Born implicit solvent.
J. Comput. Chem. 2004, 25, 2038–2048.

(45) Cornell, W. D.; Cieplak, P.; Bayly, C. I.; Gould, I. R.; Merz,
K. M.; Ferguson, D. M.; Spellmeyer, D. C.; Fox, T.; Caldwell,
J. W.; Kollman, P. A. A second generation force field for the
simulation of proteins, nucleic acids, and organic molecules.
J. Am. Chem. Soc. 1995, 117, 5179–5197.

(46) Bondi, A. van der Waals volumes and radii. J. Phys. Chem.
1964, 68, 441–451.

(47) Tjong, H.; Zhou, H.-X. GBr6NL: a generalized Born method
for accurately reproducing solvation energy of the nonlinear
Poisson-Boltzmann equation. J. Chem. Phys. 2007, 126,
195102.

(48) Schreiber, G.; Fersht, A. R. Interaction of barnase with its
polypeptide inhibitor barstar studied by protein engineering.
Biochemistry 1993, 32, 5145–5150.

(49) Schreiber, G.; Fersht, A. R. Energetics of protein-protein
interactions: analysis of the barnase-barstar interface by single
mutations and double mutant cycles. J. Mol. Biol. 1995, 248,
478–486.

(50) Frisch, C.; Schreiber, G.; Johnson, C. M.; Fersht, A. R.
Thermodynamics of the interaction of barnase and barstar:
changes in free energy versus changes in enthalpy on mutation.
J. Mol. Biol. 1997, 267, 696–706.

CT8001656

1744 J. Chem. Theory Comput., Vol. 4, No. 10, 2008 Tjong and Zhou



Anthrax Lethal Factor Investigated by Molecular
Simulations

Rolando Hong, Alessandra Magistrato,* and Paolo Carloni

International School for AdVanced Studies (SISSA/ISAS), CNR-INFM-Democritos
National Simulation Center, and Italian Institute of Technology (IIT), Trieste, Italy

Received May 26, 2008

Abstract: The anthrax disease is caused by the lethal toxin secreted by the bacterium Bacillus
anthracis. The toxin is a protein aggregate which contains a Zn-based hydrolase called anthrax
Lethal Factor (LF). In this work, we investigate the structure of its Michaelis complex with an
optimized MAPKK-like substrate using several computational methods including density functional
theory, molecular dynamics, and coarse grained techniques. Our calculations suggest that (i)
the presence of second-shell ligands is crucial for tuning the structure, energetics, and protonation
state of the metal binding site, as found in other Zn-based enzymes; (ii) the nucleophilic agent
is a Zn-bound water molecule; (iii) substrate binding to the active site groove is mainly stabilized
by van der Waals interactions; (iv) the bonds most likely involved in the substrate hydrolysis
are only mildly polarized by the protein scaffold; and (v) part of helix R19, which is present in
one solid state structure of LF (PDB: 1JKY), assumes a coiled conformation.

1. Introduction

The anthrax infection caused by the bacterium Bacillus
anthracis poses a significant threat in biological warfare and
terrorism. If ingested or inhaled, the anthrax bacterial spores
germinate, resulting in a toxaemia that is usually fatal to the
host.1–4

Unfortunately, the only way to intervene against anthrax
intoxication is to give a generic antibiotic treatment at an
early stage of the disease.5 Thus, there is presently a
tremendous effort in investigating the molecular mechanisms
responsible for anthrax infection to develop new therapeutic
agents.

Most of anthrax’s toxic effects are caused by the lethal
toxin, a complex consisting of the Protective Antigen (PA)
and Lethal Factor (LF) proteins.6 PA is the membrane-
translocating component of the complex; it binds a host cell-
surface receptor and translocates LF into the cytosol.7,10 LF
is a cytoplasmatic zinc metalloprotease that cleaves the
N-terminal region of selected members of the Mitogen-
Activated-Protein-Kinase-Kinase (MAPKK) family;11 MAP-

KKs govern the MAPK signaling pathway, controlling the
genomic and physiological response of the cell to its
environment.12 LF alters different cell types, apparently, in
an evolutionary conserved manner.13-16

X-ray crystallographic studies provided the structural
details of LF in the free state (PDB: 1J7N),17 with a segment
of one of its substrates, MAPKK-2 (PDB: 1JKY),17 with an
optimized peptidic substrate (PDB: 1PWV, 1PWW)18 and
with synthetic inhibitors (PDB: 1PWP, 1ZXV).19,20 [The
optimized peptide substrate was built18 using the consensus
residues around the scissible bond based on a peptide library
screen, flanked by residues of the actual substrate MAPKK-
2.]

Domain I of LF binds to PA, while domains II-IV create
a long groove that holds the MAPKK-2 N-term18 (Figure
1). Domain IV performs the enzymatic catalysis. It features,
in the active site, a zinc ion coordinated by two histidines
(His686 and His690) and a glutamate (Glu735). The coor-
dination is completed with a water molecule (or an hydroxide
group), which is, most probably, the nucleophilic agent in
the catalysis. The coordination is that of a distorted tetra-
hedron. Similar coordination spheres are found in related
metalloproteases from the carboxypeptidase and thermolysin
families.21 Clearly the nature and protonation state of the
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nucleophilic agent and active site residues involved in the
enzymatic process are crucial for the LF proteolytic reaction.

Similarly to what is found in other zinc enzymes,22 the
zinc ligands are stabilized by two outer shells groups,17,23

including: (i) Glu687, which H-bonds the catalytic water and
is believed to play a key role acting as a general base during
the reaction.17 This is consistent with the loss of activity of
the LF mutant E687C.24,25 (ii) Tyr728, which H-bonds
Glu735 and whose conservative mutation to phenylalanine
(Y728F) impairs the catalytic activity.23 In addition, Glu739
forms an H-bond with His686 (see PDB: 1JKY).2 Although
no mutagenesis data are available for this residue, this
interaction may still play a role because of its closeness to
the Zn coordination sphere.

Structural information on the Michaelis complex may help
to develop novel peptidomimetic inhibitors with therapeutical
properties.

Here we provide a structural model of the complex
between LF and an optimized substrate featuring the
consensus sequence /VYPYPMEPT/ by using several com-
putational tools. Density Functional Theory (DFT), all-atom
Molecular Dynamics (MD) simulations, and mixed DFT-
molecular mechanics (DFT/MM) approaches have been
employed to study the structural and electronic properties
of the Michaelis complex, while calculations based on

Coarse-Grained (CG) models26-28 and bioinformatics
approaches29-32 have been employed to verify the secondary
structure stability of part of the model.

In all known Zn catalytic sites, a solvent species is always
a Zn-ligand;21 however, the nucleophilic agent (e.g., water
or OH) can vary in concordance with the Zn environment
which can even result in different reaction mechanisms.33

In agreement with experimental and computational evidences
obtained on related zinc metalloproteases,33b,c our calcula-
tions show that the nucleophilic agent for the LF catalyzed
hydrolysis is a water molecule (not an OH group) and that
an ionized Glu687 H-bonds the putative catalytic water.
However, our study does not give a definitive answer to the
LF catalytic mechanism. Substrate binding to the active site
is mainly stabilized by van der Waals (vdW) interactions,
with Tyr-P1′ and Tyr-P2 constituting the main anchors. The
large scale motions of the enzyme do not affect the active
site residues, and therefore it is unlikely that they play a
mechanical role for the enzymatic reaction. Only a small
polarization is exerted by the protein scaffold on the residues
involved in the enzymatic reaction, as has been suggested
for other proteases.34 Finally, our results indicate that at least
part of helix R19 in domain III (Figure 1a) actually assumes
a coiled conformation; this is consistent with the unusually
large temperature factors reported for this region.17

Figure 1. (a) The structure of anthrax Lethal Factor (LF) in complex with its MAPKK-2 substrate (red), as obtained by X-ray
crystallography (PDB: 1JKY),17 includes the following domains: I (orange, residues 1-262) is the Protective Antigen (PA) binding
domain; II (green, residues 263-297, 385-550) is called the Vegetative Insecticidal Protein 2 (VIP2)-like domain because of its
similarity with the ADP-ribosyltransferase from Bacillus cereus toxin, III (blue, residues 303-383) is the helix bundle domain;
and IV (yellow, residues 552-776) is the catalytic domain. (b) Snapshot from the all-atom MD trajectory featuring the active site
(domain IV) with the residues invoked to be crucial for the catalytic activity17,18,25 (shown in licorice representation) and the
position of the optimized substrate18 (shown in purple) used in the simulations.
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2. Methods

2.1. Construction of the LF Michaelis Complex. The
determination of the protonation state of LF active site
residues is nontrivial. Here, using the same procedure as that
of ref 22b, we perform DFT calculations on a series of
models (A-D, Figure 2) based on the X-ray structure of the
free enzyme (PDB: 1J7N).17 Models A and B (60 atoms)
included the following: (i) the zinc atom and its ligands:
His686 and His690, Glu735 (all cut at C� atom, and saturated
with hydrogen atoms) and either a water molecule (Wat1,
model A) or a hydroxide group (OH1, model B); (ii) Glu687,
either in the ionized state (model A) or protonated in Oε2
(model B); this residue, which forms an H-bond with the
nucleophile, was also cut at C�; (iii) the water molecule
Wat2, detected in the X-ray structure, which H-bonds to
Wat1; (iv) the water molecule Wat3, which bridges Wat2
and Tyr728 (Figure 2); and (v) Tyr728 (modeled as
methanol), which H-bonds to Glu735.

Models C and D (84 atoms) included the same groups as
A and B, respectively, as well as (i) Glu739 (cut at the Cγ),
which H-bonds to His686; (ii) the crystallographic water
molecules Wat4 and Wat5, which H-bond to His690 and
Glu687, respectively; and (iii) the aromatic ring Tyr728 (cut
at C�), which H-bonds to Wat2 and Glu735.

The DFT calculations were performed using the program
CPMD35 with a plane waves (PW) basis set up to an energy
cutoff of 70 Ry. Core/valence interactions were described
using norm conserving pseudopotentials of the Martins-
Troullier type.36 Integration of the nonlocal parts of the
pseudopotential was obtained via the Kleinman-Bylander
scheme37 for all of the atoms except zinc, for which a Gauss-
Hermite numerical integration scheme was used. The gradient
corrected Becke exchange functional and the Lee-Yang-Parr
correlation functional (BLYP) were used.38,39 Periodic
boundary conditions were applied, and we used orthorhombic
cells with edges a ) 16.0 Å, b ) 19.2 Å, and c ) 12.8 Å
for models A and B and a ) b ) 17.0 Å, and c ) 14.5 Å
for models C and D. Isolated system conditions were
applied.40

The Michaelis complex was built by reproducing the
protonation state resulting from DFT calculations on the

X-ray structure of the LF mutant E687C (which is unable to
perform catalysis)18 in complex with an optimized substrate
featuring the MAPKK consensus sequence /VYPYPMEPT/
around the scissible bond (PDB: 1PWW).18 The wild type
enzyme was constructed by replacing Cys687 with a glutamic
residue and by adding residues 346-367, missing in this
X-ray structure, in the same conformation (R-helix) as they
were found in the only X-ray structure of LF which provides
their positions (PDB: 1JKY). The histidines located outside
the LF active site were protonated in Nπ, with the exception
of His35, His91, His229, His277, His309, and His588, that
were protonated in Nτ. [The IUPAC-IUB nomenclature was
used.41 Nπ and Nτ correspond to Nd and Ne, respectively,
in the PDB atom naming system currently in use.] The two
protomers were neutralized by adding 22 potassium coun-
terions immersed in a box of 128.5, 81.3, and 94.0 Å,
containing ∼26,700 water molecules. The total size of the
systems was ∼92,600 atoms.

In the MAPKK consensus sequence /VYPYPMEPT/, the
conserved reactive proline (i.e., the one placed between two
tyrosines) was labeled as P1. Residues on the left side of P1
were labeled as P2, P3... to Pn, while residues on the right
side were labeled as P1′, P2′... to Pn′.18

The structural characteristics of the Michaelis complex
were studied using all-atom MD simulations, coarse-grained
methods,26-28 and bioinformatics tools;29-32 special attention
was given to the structural stability of the reconstructed
region R19 (residues 346-367). In addition, we investigated
the electrostatic properties of the Michaelis complex using
both the Poisson-Boltzmann approach and mixed DFT/MM
calculations.

2.2. All-Atom MD Simulations. The AMBER parm9842

force field was adopted for the substrate, the potassium
counterions, and all the enzyme residues with the only
exception of the zinc coordination sphere. For the param-
etrization of the latter we followed the procedure of ref 43
(see theSupporting Information, section 4).

The electrostatic interactions were evaluated using the
Particle Mesh Ewald (PME) method.44 A cutoff of 10 Å was
used for the van der Waals interactions and the real part of
the electrostatics interactions. The bonds involving hydrogen

Figure 2. Protomers of LF active site considered in this work: model A and B (60 atoms) and models C and D (84 atoms).
Model A (not shown) was unstable; during geometry optimization it was rapidly transformed into model B, bearing a protonated
Glu687 (labeled as Glh687 in the figure) and OH1 instead of Wat1. Models C and D turned out to have the same energetic
stability within the accuracy of DFT.
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atoms were kept fixed using the SHAKE algorithm.45 A time
step of 2 fs was used. The initial structures were relaxed by
short minimization runs of 2000 steps using the conjugate
gradient energy minimization algorithm. 100 ps of MD at
constant volume were then performed during which the
system was gradually heated to 300 K. Constant temperature
(300 K) and pressure (1 atm) production runs were performed
by coupling the systems to a Berendsen thermostat and
barostat.46 The NAMD simulation software was used.47 A
trajectory of 50 ns was computed, and the following
properties were calculated:

(a) RMSD/RMSF. Root Mean Squared Deviations (RMSD)
and Root Mean Squared Fluctuations (RMSF) of the CR
atoms were calculated from the all-atom MD trajectory. The
structural stability of the complex during the simulations was
monitored by using the RMSD; the RMSF were compared
with the temperature factors from the X-ray structure (PDB:
1JKY).2 The RMSF and the X-ray temperature factors were
normalized to compare them (normalized B-values).

(b) Principal Component Analysis (PCA). Large scale
motions were calculated as eigenvectors of the covariance
matrix of CR fluctuations, constructed from PCA. The
Dynatraj program48 was used to perform PCA on the last
15 ns of the all-atom MD simulation. For the first three
principal components, rigid domains and hinges were identi-
fied using the scheme developed by Wriggers and Schulten.49

Details of this calculation are reported in the Supporting
Information, section 6.

(c) Interaction Energies. The interaction energies between
LF and the optimized substrate were calculated over the last
15 ns of the all-atom MD simulation. The NAMD Energy
plugin (v 1.0) from VMD (v 1.8.6)50 was used to rerun
NAMD47 on the trajectory to calculate these energies. As
the energy values extracted are ultimately dependent on the
force field used (AMBER parm9842), these calculations are
necessarily approximated, and our results are expressed as
relative energies (i.e., normalized with respect to the highest
interaction energy51).

2.3. Hybrid Coarse-Grained/Molecular Mechanics
(CG/MM) Simulations. The structural instability of helix
R19 (Vide infra) imposed the employment of a variety of
computational techniques to verify our findings obtained from
the atomistic simulation.

In this respect in the CG/MM approach we treated helix
R19 (residues 346-367) and protein or solvent atoms within
12.5 Å from R19 with an all-atom force field (MM region);
the rest of the protein was treated with the Go simplified
potential52 (CG region).26 The effect of the solvent outside
the MM region was considered as the sum of stochastic and
frictional forces proportional to the mass parm9842 and
Gromos96 43a154 force fields were performed; each of them
started from a snapshot taken at 3 ns of the all-atom MD
trajectory. These simulations were preceded by 1000 steps
of energy minimization (using the steepest descend algo-
rithm) followed by a gentle heating of the systems from 0
K to 300 K in 500 ps. From these simulations, the normalized
CR RMSFs were estimated and compared with the normal-
ized temperature factors from the X-ray structure (PDB:
1JKY).17 To ensure the reproducibility of these results,

additional CG/MM simulations, starting from different initial
structures, were computed (see the Supporting Information,
section 5). These structures were selected from the equili-
brated (last 15 ns) part of the all-atom MD trajectory (Vide
infra).

2.4. Normal Mode Analysis (NMA). NMA was per-
formed with the NOMAD-ref server55 on the energy
minimized structure taken from the last frame of the all-
atom MD simulation. In this scheme,27,28 the protein was
represented by a network of beads connected by harmonic
springs; only the interactions between beads separated by a
distance e3 Å were considered.28 Normalized CR RMSF
were estimated and compared with normalized temperature
factors from the X-ray structure (PDB: 1JKY),2 after
normalization of both terms. To ensure the reproducibility
of these results, additional NMA calculations, starting from
different initial structures, were performed (see the Support-
ing Information, section 6).

2.5. Bioinformatics. We investigated the propensity for
disorder of helix R19 by using several prediction programs:
e.g., PredictProtein,29 PSIPRED,30 SPRITZ,31 and HNN32

(see the Supporting Information, section 7).
2.6. Electrostatics. (a) Poisson-Boltzmann Calcula-

tions. Electrostatic surface potentials for LF+substrate adduct
were calculated by solving the Poisson-Boltzmann equation
with the APBS56 and PDB2PQR57 programs; the results were
visualized using a PYMOL interface. These calculations were
made on the energy minimized structure taken from the last
frame of the all-atom MD trajectory featuring the protonation
state of model C in the active site (see “Construction of the
LF Michaelis complex” in the Methods section).

(b) Polarization of the ActiVe Site. The polarization of
selected chemical bonds in the active site was investigated
using the so-called Bond Ionicity (BI) indexes58 that can be
estimated from DFT/MM59 calculations. The region treated
at the DFT level comprises the Zn, Glu687, Glu735, His686,
and His690 (all cut at C�), the putative catalytic water
(Wat1), and the scissible region of the optimized substrate
which is formed by the backbone atoms from Tyr-P2 and
Tyr-P1′ (all cut at CR) and all the atoms from Pro-P1 (see
the Supporting Information, Figure S2). The rest of the
system was treated with the AMBER parm9842 force field.
We considered active site residues under different environ-
ments: e.g., in Vacuo, and with the influence of the solvent
and/or LF electrostatic fields.60 To construct the models we
used 15 equally spaced frames from the last 15 ns of the
all-atom MD trajectory.

BIAB of a bond between atoms A and B is defined as

BIAB )
dA

dAB
(1)

where dA is the distance between atom A and the Boys
orbitals58 along the AB bond, and dAB is the length of the
bond between A and B. A value of BI ) 0.5 (the Boys orbital
is in the middle of the bond) indicates absence of polariza-
tion; while values close to 1 or 0 indicate polarization.
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3. Results and Discussion

The purpose of this work was the characterization of the
structural and electrostatic properties of the Michaelis
complex formed by LF and an optimized substrate that
features the MAPKK consensus sequence /VYPYPMEPT/.18

To the best of our knowledge this is the first complete
structural model of a Zn-bound LF in complex with a
scissible substrate. The first step to achieve our goal was
determining the correct protonation state in LF active site
residues using DFT calculations.

3.1. Protonation State at the Active Site. As mentioned
in the Introduction, a critical issue in Zn-based hydrolases
is the determination of the protonation states of residues in
the active site.22 In this work we addressed this issue by
performing DFT calculations on increasingly complex mod-
els of the active site (Figure 2). The smallest models (A and
B) included only the Zn site, while the largest models (C
and D) included additional second-shell ligands of established
(e.g., Tyr728)23 or putative (e.g., Glu739)2 relevance for the
enzymatic reaction (see the Methods section for details). The
most likely protomers were defined as those associated with
the lowest potential energy and with the lowest RMSD
relative to the reference X-ray structure (i.e., LF in the free
state, PDB code: 1J7N).17

In the smallest models, A featured Glu687 in the ionized
state and Wat1 as nucleophile, while B exhibited Glu687 in
its neutral state and the nucleophile was a hydroxide group.
During the geometry optimization model A was unstable,
as Wat1 transferred a proton to Oε2@Glu687, resulting in
model B (see Figure 2). The latter was instead stable and
featured a slightly distorted tetrahedral coordination geometry
and establishing the H-bonds b(Oε2@Glu687, O@OH1) and
b(Oη@Tyr728, Oε2@Glu735), also putatively present in the
X-ray structure (Table 1). The distances Zn-X (X)coordinating
atom), decreased by ∼0.1-0.3 Å relative to the X-ray
structure (Table 1); the RMSD between model B and the
X-ray structure was sizable (∼0.55 Å); both effects were
possibly caused by the limited size of the model.

In the largest models, C featured Glu687 in the ionized
state and Wat1 as nucleophile (like A), while D exhibited
Glu687 in its neutral state and the nucleophile was a
hydroxide group (like B). Both models (C and D) were
stable. Some general trends in models C and D with respect
to model B could be identified: (i) the bonds b(Zn,
Nτ@His686) were shorter (∆d)-0.11 for C and ∆d)-0.10
Å for D), (ii) one bond b(Zn, Nτ@His690) was longer in D
(∆d)+0.03Å) and unaltered in C, (iii) the bonds b(Zn,
O@[OH1,Wat1]) were larger (∆d)+0.08Å for C and
∆d)+0.05 Å for D), and (iv) the hydrogen bonds between
Glu687 and the nucleophile b(Oε2@Glu687, O@[OH1,Wat1])
were longer (∆d)+0.09Å for C and ∆d)+0.01Å for D).
On the other hand, the hydrogen bond between Wat5 and
Glu687 (not included in the smallest models) was different
between C and D (Table 1).

The RMSD of C is smaller than D; however, due to the
small relative energies of the two protomers (∆E ∼ 2 kcal/
mol), which were not significant with respect to the accuracy
of DFT calculations, we could not establish with certainty
which is the most likely protonation state of the active site.61

3.2. Molecular Dynamics of LF Michaelis Complexes.
Next, we built two Michaelis complexes using protonation
states C and D for the active site (see the Methods section),
and we performed all-atom MD simulations on both Michae-
lis complexes.

3.2.1. MD of LF Michaelis Complex in the C Proton-
ation State. This complex was stable during the entire
simulation (50 ns). In particular, the bond lengths in the
coordination sphere had small fluctuations around their
average positions during the dynamics (Table 2), and the
substrate remained in its binding site for the entire simulation
time. The structure of the rest of the protein was also

Table 1. Comparison between Experimental (X-ray; PDB:
1J7N)17 and Calculated (DFT) Structural Parameters (Bond
Lengths (Å) and Angles (deg)) for the Models of the Free
Enzyme Used in These Calculations (B-D, Figure 2)a

X-ray B C D

Bond Length (b(Ai,Bj); in Å)
b(Zn, O@[OH1,Wat1]) 2.1 1.96 2.04 2.01
b(Zn, Nτ@His690) 2.1 2.04 2.04 2.07
b(Zn, Nτ@His686) 2.3 2.20 2.09 2.10
b(Zn, Oε2@Glu735) 2.3 2.00 2.01 2.03
b(Oε2@Glu687,

O@[OH1,Wat1])
3.6 2.57 2.66 2.58

b(Oη@Tyr728,
Oε2@Glu735)

2.7 2.70 2.94 2.75

b(Nπ@His690,
O@Wat4)

2.9 2.97 2.97

b(Nπ@His686,
Oε1@Glu739)

2.9 2.93 2.88

b(Oε2@Glu687,
O@Wat5)

2.9 2.85 2.98

Angles (τ(Ai, Bj, Ck), in deg)
τ(Oε1@Glu735, Zn,

O@[Wat1, OH1])
96 121 116 113

τ(Nτ@His686, Zn,
O@[Wat1,OH1])

107 102 105 102

τ(Nτ@His690, Zn,
O@[Wat1,OH1])

128 110 105 105

RMSD (Å)
0.55 0.36 0.58

a To facilitate the comparison with X-ray data, only the
measures involving heavy atoms were used. The RMSD (in Å)
with respect to the X-ray structure is also given.

Table 2. Distances between Selected Pairs of Atoms in
the LF Active Site, including (i) Zn-Coordination Bonds
(e.g., b(Zn, Oε2@Glu735) and (ii) Hydrogen Bonds (e.g.,
b(H@Wat1, Oε2@Glu687) and Key Geometrical Features
(e.g., d(Cδ@Glu735, Cδ@Glu687) of the Active Sitea

pairs of atoms distance (Å)

b(Zn, Oε2@Glu735) 2.22 (0.07)
d(Zn, Oε2@Glu687) 4.8 (0.2)
b(Zn, Nτ@His686) 2.05 (0.05)
b(Zn, Nτ@His690) 2.15 (0.05)
b(Zn, O@Wat1) 1.98 (0.06)
d(Cδ@Glu735, Cδ@Glu687) 6.9 (0.2)
d(Nτ@His686, Nτ@His690) 2.9 (0.1)
b(H@Wat1, Oε2@Glu687) 1.9 (0.2)
b(O′@Tyr-P2, H@Wat1) 1.8 (0.2)
b(Hη@Tyr728, O′@Pro-P1) 1.8 (0.2)
b(Hπ@His686, Oε1@Glu739) 1.97(0.2)

a The distances were calculated during the last 15 ns of the
all-atom MD simulation. Standard deviations are given in paren-
theses.
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maintained except for helix R19 (residues 346-367), which
became partially unfolded within the first 25 ns of the MD
trajectory (Figure 3). This unfolding was localized in the
second part of R19 (residues 361-367) and caused a sudden
increase in the RMSD of the CR atoms (Figure 3); the coil-
like conformation of the second part of R19 was then
maintained until the end of the simulation. [The structure of
the complex (LF+substrate) after 50 ns of all-atom MD is
available at http://people.sissa.it/∼hong/projects___f iles/
50ns_last_fr.pdb.]

To gain further insight into the instability of helix R19, it
was necessary to carry out calculations with two types of
coarse-grained methods and with disorder prediction servers:

(a) Hybrid Coarse-Grained/Molecular-Mechanics (CG/
MM) Simulations. Here, R19 and nearby atoms were treated
at the MM level, while the rest of the system was treated at
the CG level (see the Methods section). Two 60 ns CG/MM
simulations using AMBER parm9842 and Gromos96 43a154

force fields for the MM part were performed. This compu-
tationally efficient method allows for the verification of the
findings of the all atom MD simulation and for checking
the dependence of these results on the employed force field.
In both CG/MM simulations, R19 partially unfolds within
the first ∼25 ns (see the Supporting Information, Figure S5).
The RMSF of the CR atoms from the two 60 ns trajectories
(Figure 4) were larger for R19 than for the rest of the protein.
Since the all-atom MD trajectory reaches a fairly constant
RMSD only after 25 ns, we have checked the reproducibility
of these results by performing CG/MM simulations starting
from 15 equally spaced frames taken from the last 15 ns of
the all-atom MD simulation (see the Supporting Information,
section 5). The results obtained by these simulations, along
with those obtained using different force fields, confirm that
R19 unfolds in the first 25 ns of simulations independently
of the computational technique and force field employed.

(b) Normal Mode Analysis (NMA). Here a CG elastic
network of CR atoms was built based on the energy
minimized structure taken from the last frame of the all-
atom MD trajectory. As obtained before for CG/MM MD
simulations, the calculated RMSF of CR atoms estimated

Figure 3. RMSD of LF CR atoms during the 50 ns all-atom
MD simulation. Note the increase in RMSD for helix R19
during the first 25 ns; after this time R19 gradually achieved
structural stability.

Figure 4. Calculated (RMSF) and experimental (X-ray; (PDB: 1JKY)17) normalized B-values for LF. For the all-atom MD and
CG/MM simulations, only the last 15 ns were considered.
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from NMA for the R19 region were larger than those of the
rest of the protein (Figure 4). To ensure the reproducibility
of these results, NMA calculations were also performed using
15 equally spaced frames taken from the last 15 ns of the
all-atom MD simulation (see the Supporting Information,
section 6).

The normalized B-values calculated from all-atom MD,
NMA, and CG/MM simulations (Figure 4) agree with those
reported in the X-ray structure (PDB: 1JKY),17 except for
helix R19: part of the latter (residues 361-367) assumed a
coiled conformation in aqueous solution, and its calculated
normalized B-values were larger than those of the X-ray
structure (Figure 4). This is consistent with the apparent
difficulty to determine the solid state structure of R19, which,
in fact, has only been resolved in the X-ray structure used
here as the starting model for the R19 tract (PDB: 1JKY).17

(c) Disorder Prediction. To check the reliability of all-
atom MD simulations showing the unfolding of a19 we also
performed disorder prediction analysis using bioinformatics
tools. The structural predictors PredictProtein,29 PSIPRED,30

SPRITZ,31 and HNN32 pointed out part of R19 as a
disordered region. Particularly, the last segment of this region
(residues 361-367) is more likely to be a loop than an
R-helix (see Figure S9 in the Supporting Information, section
7).

Finally, we describe the structural and electrostatic features
of the active site of the equilibrated Michaelis complex. Only
the last 15 ns of all-atom MD simulation were used for this
analysis since the RMSD of R19 became stable only at this
simulation time.

At the active site, Glu735 acts as a monodentate ligand
of Zn and H-bonds to the solvent, interacting on average
with ∼0.7 water molecules, as obtained by integrating the
radial distribution function of Oε2@Glu687 vs O@water (see
the Supporting Information, Figure S4a). The Zn is bonded
with two histidine residues [b(Zn, Nτ@His686))2.05 ( 0.05
Å and b(Zn, Nτ@His690))2.15 ( 0.05 Å].

The catalytic water molecule, Wat1, H-bonds to Glu687,
which is deprotonated; Glu687 is believed to act as a general
base during catalysis (i.e., accepting an hydrogen ion from
Wat1).17,62 Besides the H-bond to Wat1, Glu687 also
interacts, on average, with ∼1 water molecule from the
solvent. On the other hand, Wat1 also H-bonds to Tyr-P2
(Table 2); this interaction could help to orient Wat1 in a
proper position to perform the hydrolysis of the substrate.

Tyr728 forms an H-bond with the reactive carbonyl group
of proline substrate (O′@Pro-P1, Table 2) for ∼35% of the
simulation time, orienting the substrate for the nucleophilic
attack. This H-bond interaction might play a role for the
catalysis, providing a plausible, yet speculative, explanation
on why the Y728F mutant is not catalytically active.23 Also
Tyr728 and O′@Pro-P1 are exposed towards the solvent, and
they H-bond, on average, to ∼2 and 1 water molecules,
respectively.

The motions of Tyr728 (of the enzyme) and Tyr-P1′ (of
the substrate) are correlated (see the Supporting Information,
Figure S1b). The aromatic rings of these two residues lay at
a distance smaller than 5 Å for approximately 53% of the
simulation time, being that Tyr-P1′ is accommodated in the

hydrophobic pocket (S1′) of the enzyme which is partially
formed by Tyr728 (Figure 5b). The hydroxylic moiety of
Tyr-P1′ also forms an H-bond with the carbonyl group in
the Val675 backbone (Hη@Tyr-P1′...O′@Val675)1.8 ( 0.1
Å), and this interaction is maintained for ∼80% of the
simulation time. The remaining 20% of the simulation time,
Tyr-P1′H-bondswithGlu739(Hη@Tyr-P1′...Oε2@Glu739)1.9
( 0.2 Å) in S1′. At the entrance of S1′ the backbone of
Tyr-P1′ also forms two stable (∼90% of the simulation time)
H-bonds with backbone atoms in LF; the first one, with
Lys656 (O′@Tyr-P1′... H′@Lys656)1.9 ( 0.1 Å) and the
second with Gly657 (H′@Tyr-P1′... O′@Gly657)2.0 ( 0.2
Å).

Poisson-Boltzmann calculations suggest that the substrate
fits in the groove of the enzyme forming complementary
electrostatic interactions (Figure 5). The Zn ion interacts
between a bilobular negative patch on the substrate (formed
by O′@Pro-P1 and O′@Tyr-P1′).

To dissect the single contributions of the substrate residues
in binding to LF, we performed a calculation of substrate/
LF interaction energies based on the AMBER parm9842 force
field. Such calculations are necessarily approximate, and they
are used here only for qualitative comparisons; therefore,

Figure 5. Electrostatic isosurfaces on the Michaelis complex.
(a) Optimized MAPKK2-like substrate. Note the complemen-
tarity of the bilobular (created by O′@Pro-P1 and O′@Tyr-
P1′) around the Zn ion, while the larger negative patch (form
by Glu-P4′) is outside the negative groove of LF. (b) LF active
site groove. Note the tyrosine on the left side of the Zn ion
(Tyr-P1′) inserted in the hydrophobic pocket (S1′) of the
enzyme.
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only normalized values51 of the interaction energies are
reported (Table 3).

The substrate’s residues with the largest LF positional-
dependent selectivity,18 namely Tyr-P2, Tyr-P1′, and Pro-
P2′, featured the strongest interaction energies with LF.
Indeed, Tyr-P1′ is the main anchor for substrate binding
forming significant vdW interactions (mainly provided by
Try-P1′ aromatic ring and Tyr728, His686, and Leu677 side
chains) as well as H-bonding and electrostatic interactions,
mostly with Val675, Glu739, Lys656, and Gly657. Tyr-P2
plays also a significant role for the binding, forming vdW
interactions with His690, Tyr659, Leu658, Pro661, and
Ala734 (Table 3).

Although in the present work we do not perform any
reactivity study, the polarization of the active site residues
induced by the electrostatic properties of the protein environ-
ment may provide some information on the Michaelis
complex, which is an important species in the catalytic cycle
of the enzyme. Consequently, we decided to consider the
polarization effect of different electrostatic environments
(e.g., in Vacuo, and with the influence of the solvent and/or
LF electrostatic fields) on the putative reactive bonds of the
Michaelis complex.63 Our results (Table 4) show that the
environment does not have a marked role in polarizing
the active site residues, with the only exception of the
nucleophilic water, which trivially, upon coordination to Zn,
undergoes a polarization of the lone pairs. The polarization
of the bonds involved in the LF-mediated substrate cleavage
can be quantitatively compared with homologous reactive

bonds of two other proteases, for which calculations have
been carried out with an identical setup. These are the
aspartyl protease from human immunodeficiency virus of
type 1 (HIV-1 PR),63,64 which is believed to use a water
molecule for the hydrolysis,64 and the serine protease furin,63

which uses the hydroxylic group from a serine residue as a

Table 3. LF Positional Selectivity18 and Relative Interaction Energies (Electrostatics, van der Waals (vdW), and Total)
between Individual Residues of the Substrate and LF, Calculated for the Last 15 ns of the All-Atom MD Simulation (Model
C)a

Val Tyr Pro Tyr Pro Met Glu

P3 P2 P1 P1′ P2′ P3′ P4′
selectivity 1.5 3.1 - 3.0 1.9 1.3 1.6
total energy (-0.26 ( 0.05) (-0.45 ( 0.09) (-0.1 ( 0.1) (-1.0 ( 0.1) (-0.48 ( 0.05) (-0.43 ( 0.07) (0 ( 0.5)
electrostatic

energy
(-0.02 ( 0.02) (-0.07 ( 0.07) (0.1 ( 0.1) (-0.5 ( 0.1) (-0.24 ( 0.05) (-0.09 ( 0.05) (0.2 ( 0.6)

vdW energy (-0.21 ( 0.05) (-0.36 ( 0.02) (-0.19 ( 0.05) (-0.43 ( 0.05) (-0.21 ( 0.02) (-0.33 ( 0.05) (-0.16 ( 0.05)

a Because these values are based on the AMBER parm9842 force field, they are used here only for qualitative comparisons. The energy
values were normalized to the largest absolute value as in ref 51.

Table 4. Comparison between Bond Ionicity Indexes (BIs)58,59 in the Reactive Bonds of LF under Different Electrostatic
Conditions Showing the Effect of the Protein and Solvent Electrostatic Properties on the Polarization of the Active Sitea

charged
no charge
in protein

no charge
in solvent no charge

d(Npep-BO1)/d(Npep-Cpep) 0.37(0.02) 0.38(0.02) 0.37(0.02) 0.37(0.02)
d(Npep-BO2)/d(Npep-Cpep) 0.35(0.02) 0.36(0.02) 0.35(0.02) 0.36(0.02)
d(Opep-BO1

lone) 0.32(0.01) 0.31(0.01) 0.32(0.01) 0.32(0.01)
d(Opep-BO2

lone) 0.31(0.01) 0.31(0.01) 0.30(0.01) 0.30(0.01)
d(Opep-BO1

CdO)/d(Opep-Cpep) 0.39(0.01) 0.40(0.01) 0.40(0.01) 0.40(0.01)
d(Opep-BO2

CdO)/d(Opep-Cpep) 0.39(0.01) 0.39(0.03) 0.40(0.01) 0.40(0.01)
d(OWat-BO1

lone) 0.28(0.04) 0.28(0.05) 0.28(0.02) 0.27(0.02)
d(OWat-BO2

lone) 0.43(0.06) 0.47(0.05) 0.43(0.04) 0.45(0.04)
d(OWat-BOO-H1)/d(OWat-HWat) 0.50(0.01) 0.49(0.01) 0.50(0.01) 0.49(0.01)
d(OWat-BOO-H2)/d(OWat-HWat) 0.51(0.01) 0.51(0.01) 0.51(0.01) 0.51(0.01)

a Four conditions were evaluated: (i) “charged”, calculation assigning charges to all atoms in the system; (ii) “no charge in protein”,
calculation assigning charges equal to zero in all atoms of the protein; (iii) “no charge in solvent”, calculation assigning charges equal to
zero to the atoms of all the water molecules; and (iv) “no charge”, calculation assigning charges equal to zero to all atoms in the system.
Atomic charges of the MM atoms were assigned using the AMBER parm98 force field,42 while active site atoms were treated at the DFT
level.59 DFT/MM calculations were performed on 15 equally spaced frames taken from the last (equilibrated) 15 ns of the all-atom MD
trajectory. Standard deviations are given in parentheses.

Table 5. Comparison between Bond Ionicity Indexes
(BIs)58,59 in the Reactive Bonds of Three Prototypical
Proteases: Furin, HIV-1 PR, and LFa

furin HIV-1 PR anthrax LF

d(Npep-BO1)/d(Npep-Cpep) 0.33(0.02) 0.31(0.03) 0.37(0.02)
d(Npep-BO2)/d(Npep-Cpep) 0.38(0.01) 0.38(0.02) 0.35(0.02)
d(Opep-BO1

lone) 0.33(0.01) 0.34(0.01) 0.32(0.01)
d(Opep-BO2

lone) 0.31(0.01) 0.32(0.01) 0.31(0.01)
d(Opep-BO1

CdO)/d(Opep-Cpep) 0.37(0.01) 0.38(0.01) 0.39(0.01)
d(Opep-BO2

CdO)/d(Opep-Cpep) 0.38(0.01) 0.39(0.01) 0.39(0.01)
d(OHyd-BO1

lone) 0.31(0.01)
d(OHyd-BO2

lone) 0.31(0.01)
d(OHyd-BOO-H)/d(OHyd-HHyd) 0.50(0.01)
d(OHyd-BOC-O)/d(OHyd-C) 0.39(0.01)
d(OWat-BO1

lone) 0.32(0.31) 0.28(0.04)
d(OWat-BO2

lone) 0.33(0.01) 0.43(0.06)
d(OWat-BOO-H1)/d(OWat-HWat) 0.47(0.02) 0.50(0.01)
d(OWat-BOO-H2)/d(OWat-HWat) 0.53(0.02) 0.51(0.01)

a The location of the Boys Orbitals (BOs) for LF is given in
Figures S2 and S3 of the Supporting Information. The calculations
were performed on 15 equally spaced frames taken from the last
(equilibrated) 15 ns of the all-atom MD trajectory. Standard
deviations are given in parentheses. Xpep refers to the atom type X
from the peptidic bond which undergoes nucleophilic attack. XWat

refers to the atom type X from the nucleophilic water molecule.
XHyd refers to the atom type X from the nucleophilic hydroxilic
group (belonging to the side chain of Ser).
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nucleophile. As a measure of polarization we used the Bond
Ionicity indexes58 (see the section “Electrostatics” in the
Methods section).

Based on the values of the BIs of CpepdOpep and Npep-
Cpep bonds in the substrate (Table 5 and Figure S3), we
conclude that substrate’s reactive bonds in LF are less
polarized than those in HIV-1 PR and furin. In addition, the
water (Wat1) O-H bonds were also less polarized in LF
than in HIV-1 PR: (i) in LF, BIO-H1@Wat1(LF) ) 0.50 (
0.01, BIO-H2@Wat1(LF) ) 0.51 ( 0.01 and (ii) in HIV-1
PR, BIO-H1@Wat1(HIV-1 PR) ) 0.47 ( 0.02 and
BIO-H2@Wat1(HIV-1 PR) ) 0.53 ( 0.02. However, the lone
pairs on the oxygen atom of the catalytic water (represented
as d(OWat-BO1[2]

lone) in Table 5) were more asymmetric in
LF than in HIV-1 PR simply due to the coordination of the
water to Zn.

Thus, although our analysis provides no information on
the polarization of the transition state or of other species of
the catalytic cycle (which were not investigated in this study),
we do suggest here that small polarization effects on the
substrate are induced by the LF scaffold, while the presence
of zinc has a more critical role for the polarization of the
reactants (Tables 4 and 5).

The large scale motions may play a role for substrate
recognition and/or for enzymatic catalysis.34,63-66 We ex-
plore this issue by performing PCA48 on the last (equili-
brated) 15 ns of the all-atom MD trajectory. In the first three
Principal Components (PCs), which account for ∼54% of
the overall motion, we identified large motions involving
domain III (i.e., the domain that includes helix R19, see
Figure 1a). In particular, PC3 was able to capture a relatively
independent movement of R19 with respect to domain III
(Figure 6). The observed large scale motions of LF did not
affect the active site (see Table 2), similar to what has been
found in another protease studied with the same computa-
tional setup, the serine protease furin.63 Therefore, we
conclude that it is unlikely that the large scale motions of
LF could play a mechanical role for the enzymatic activity,
although we cannot exclude that they may indirectly affect
catalysis by long-range electrostatics.

3.2.2. MD of LF Michaelis Complex in D Protonation
State. This protonation state turned out to be already unstable
in the first 0.5 ns of simulation: the H-bond network was
disrupted because of a rotation of Glu687 along the Cγ-Cδ
bond, allowing the entrance of additional water in the active
site and the departure of the substrate from the active site.
This complex was therefore discarded.

4. Conclusions

We characterized the structural properties of the Michaelis
complex formed by anthrax LF and an optimized substrate
using a variety of computational tools. Our findings can be
summarized as follows:

(i) The second shell ligands affect the structural properties
of the Zn active site as has been observed in other Zn-based
enzymes.22,24,67 Our calculations confirm that second shell
ligands have an influence on the protonation state of the
active site geometry, stabilizing the hydrogen bond network
within the active site residues.

(ii) The nucleophilic agent is a Zn-bound water molecule
(not an OH group) H-bonded to Glu687.

(iii) The calculated substrate per residue interaction
energies with LF correlate with the experimentally derived
LF positional selectivity.18 In particular, Tyr-P1′ and Tyr-
P2 constitute the main substrate anchors to the LF active
site. In fact, Tyr-P1′ has the largest interaction energy with
LF, with similar contributions from electrostatics (featured
mainly by a H-bond established between Hη@Tyr-P1′ and
the backbone of the enzyme (O′@Val675)) and vdW
interactions (with Tyr-P1′ interacting with the side chains
of Tyr728, His686, and Leu677). In contrast, Tyr-P2 exhibits
large vdW interactions principally with the Zn-bound His690.
These results may provide a rationale to explain the selectiv-
ity of LF for substrates with tyrosines in the vicinity of the
reactive proline.18

(iv) The LF scaffold induces small polarization effects on
the substrate. A larger polarization is observed for the lone
pairs of the nucleophilic agent Wat1 (see (ii)); the obvious
cause for this effect is the Wat1 coordination to Zn.

Figure 6. The first three Principal Components (PCs) as calculated with Dynatraj48 from the last 15 ns of the all-atom MD
simulation. Rigid domains, as calculated with the procedure of Wriggers and Schulten,49 are depicted in different colors; details
of these calculations can be found in the Supporting Information, section 6. The arrows indicate the effective rotation axis between
the two adjacent rigid domains. The direction of the arrow represents the sense (e.g., clockwise) used to find the rotations axis
between two rigid domains, and it is ultimately dependent on the choice of the “reference” rigid domain (the one kept steady
during the calculation of the rotational angle). Note that PC3 was able to capture a movement in the R19 region (PC3, yellow),
pointing to the higher flexibility of this region (see Figure 4).
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(v) Large-scale motions do not affect the structure of the
LF active site; it is therefore unlikely that these motions could
play a mechanical role during the first step of the catalysis.

(vi) Part of helix R19 (residues 361-367) assumes a coil-
like conformation in aqueous solution. This behavior was
qualitatively predicted by several bioinformatics tools and
confirmed by several computational approaches.
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Abstract: The Anisotropic Network Model (ANM) is used to study motions of the 30S small
ribosomal subunit. The effect of the absence of certain subunits on the motions of the remaining
partial structures was investigated by removing one protein, pairs of proteins, and selected sets
of proteins at a time. Our results show that the removal of some proteins does not change the
large-scale dynamics of the partial structures, but the removal of certain subunits does cause
significant changes in motion of the remaining structure, and these changes can be reverted by
the removal of other subunits, which indicates interdependence between motions of various
parts of the 30S ribosomal structure. We further found that the subunits showing such
interdependence have strong positive correlation of their motions, which indicates that these
subunits function as a unit block in the 30S small ribosomal subunit. Dynamically interdependent
subunit pairs identified in this paper are consistent with previous experimental observations
that suggested dimerization of those subunits.

Introduction
Many biological functions of proteins are related to their
large-scale domain motions. By treating a protein as a 3D
collection of masses connected by springs and using a
theoretical framework developed earlier for rubberlike
polymer networks,1,2 Elastic Network Models of proteins
have been proposed. The Gaussian Network Model (GNM)
developed by Bahar et al.3 assumes that fluctuations of
residues (or atoms) in proteins around their mean equilibrium
positions are spherically symmetric, while the Anisotropic
Network Model (ANM) proposed by Atilgan et al.4 takes
into account the directionality of fluctuations and their
anisotropy, measured by semiaxes of ellipsoids representing
the fluctuations. Theoretical predictions of the extent of
fluctuations of atoms and residues in biological structures
agree surprisingly well with experimental temperature factors
(B-factors) deposited in the Protein Data Base (PDB). Elastic
Network Models have been used extensively to study large-
scale functional motions of proteins and protein-protein

complexes as well as for oligonucleotides and protein-DNA/
RNA complexes. Bahar and Jernigan applied GNM to
calculate atomic fluctuations for tRNA in the isolated form
and the bound to Gln synthetase form, and their results
reproduce closely experimental B-factors.5 Another evidence
of the successfulness of the elastic network approach to
protein-nucleic acid systems comes from the application of
the GNM to HIV-1 reverse transcriptase (RT). The RTs in
different forms (bound to DNA or to inhibitors) were
analyzed to infer the mechanism of function, and the
predicted results were highly consistent with available
experimental data.6-8 Ramaswamy et al. studied motions of
the nucleosome core particles using the elastic network model
and revealed higher mobility of nucleosomes with variant
histones, in accord with existing experimental observations.9

Yang et al. studied recently 64 oligonucleotides and oligo-
nucleotide-protein complexes, represented each nucleotide
by three GNM nodes with uniform interaction cut-offs
defining contacts for all components of the complexes, and
achieved a very good agreement between the values of
computed fluctuations and the experimental B-factors.10

Tama et al. performed elastic network model computations
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for the ribosome and found the ratchetlike motion rearrange-
ments of the 70S ribosome and a hingelike motion in the
30S ribosomal subunit, and such dynamical behavior of the
ribosome was indeed observed in cryo-electron microscopy
experiments.11 Wang et al. applied GNM and ANM to study
global motions in the ribosome and independently observed
a similar ratchetlike motion in the 70S ribosome in agreement
with experimental data.12 All these results clearly show an
enormous usefulness of GNM and ANM methods to study
dynamics and function of DNA, RNA, and protein-DNA/
RNA complexes, especially for large structures where
traditional molecular dynamics simulations, requiring enor-
mous computational resources, usually fail.

Ribosomes are large protein/RNA complexes that perform
protein biosynthesis in all forms of life. Bacteria ribosomes
are composed of a small (30S) and a large (50S) subunit
that associate to form the intact 70S ribosome. The 30S
subunit of the ribosome consists of 16S rRNA and 20
proteins. In 1970, it was found that the 30S subunit can
reassemble from the 16S rRNA and a mixture of the 30S
ribosomal proteins, and such a spontaneous reassembly
process can produce a biologically active 30S structure.13

Later it was shown that purified individual 30S subunit
proteins and the naked 16S rRNA could also be reconstituted
into active 30S particles in Vitro. This shows that all the
necessary information required for in Vitro reassembly is
contained within these molecular components. The 30S
ribosomal subunit has been frequently used as a model
system for studying ribosomal assembly. The reason for
choosing the 30S ribosomal subunit as a model is due to its
simplicity and the possibility of experimental control and
manipulation of the assembly process in Vitro.14-16 By using
sequential and combinatorial addition of proteins, Normura
and co-workers13 determined the assembly map of the 30S
subunit. They divided the proteins into three categories, the
primary binding proteins (S4, S7, S8, S16, S17, and S20)
which bind 16S rRNA directly independent of other proteins,
the secondary binding proteins (S5, S6, S11, S12, S13, S6,
S18, and S19) which require at least one of the primary
proteins to be bound to the 16S rRNA prior to binding, and
the tertiary binding proteins (S2, S3, S10, S14, and S21)
which require at least one protein from both of the previous
sets be bound to the developing RNP core. Besides this
assembly map determined by Normura and co-workers,
another map based on the kinetics of assembly was obtained
by Powers et al.17 In this kinetic map, proteins are divided
into early, mid, midlate, and late binding groups. The
apparent agreement between the two maps is that the tertiary
binding proteins are consistently found to be late binding
proteins. These earlier experimental studies were performed
before the structure of the 30S subunit was known. The
availability of the X-ray crystal structure of the 30S subunit
from Thermus thermophilus18 now allows the researchers
to examine the assembly process in light of the final end
product. It is believed that the folding of 16S rRNA showed
a 5′ to 3′ polarity (i.e., the 5′ domains fold before the 3′
domains). The early stage of the assembly involves the
folding of individual domains of 16S rRNA, perhaps initiated
by one of the primary binding proteins, and the late stage of

the assembly involves the alignment of domain orientations,
assisted by the binding of tertiary or late binding proteins.19

Despite many years of investigation, understanding of the
30S assembly still remains elusive.

The availability of the X-ray crystal structure of the 30S
subunit allows for computational investigation of the 30S
assembly. Stagg et al. used coarse-grained Monte Carlo
simulations to study the fluctuation changes upon the binding
of proteins in the 3′ domain assembly for the 30S ribosomal
subunit from Thermus thermophilus (1FJG) and examined
the contributions of individual proteins to the formation of
binding sites for the sequential proteins in the S7 pathway.20

Hamacher et al. studied the dependencies of protein binding
to 16S rRNA for the Thermus thermophilus 30S small
ribosomal subunit by removing one protein or a pair of
proteins at a time from the intact 30S small subunit using
the self-consistent pair contact probability approximation
method and produced a similar dependency map of proteins
as that in Escherichia coli established earlier by the
experimental methods.21 The challenge in applying compu-
tational tools to study the assembly process is how to account
for chemical/structural specificity of such large macromo-
lecular complexes, knowing that chemical specificity matters.
Both Stagg et al. and Hamacher et al. did not include or at
most accounted very minimally for chemical specificity (CR
atoms versus P atoms). Yet both studies have been able to
reveal useful information of the assembly pathway and even
in some cases obtain agreement with the experimental results.
The success of these approaches could be ascribed, we
believe, to the fact that individual molecular contacts in
biological assembly all have interaction strength on the order
of thermal motions. The profound example supporting this
statement can be found in the free energy change per base
pair formation during the duplex formation.22 Therefore, by
accounting for the contact pairs observed in the final
assembled particle, in principle one may trace useful
information about the assembly pathway.

Elastic network models (ANM or GNM) are based on a
similar principle as those used by Stagg et al. and Hamacher
et al., namely, that contacts within protein structures or their
macromolecular assemblies determine their dynamics. How-
ever, Stagg et al. performed Monte Carlo simulations of the
partial structures distorted far away from the equilibrium.
Similarly, Hamacher et al. study also allowed examining
partial structures far from the equilibrium. In this regard,
simple elastic network model calculations will not reveal as
much information as the two previous studies. Nevertheless,
it is worth applying simple elastic network model calculations
to partial structures of the 30S assembly to examine the
extent of information embedded in the partial structures that
may reveal mechanisms of the assembly pathway.

Our ANM calculations were based on coarse-grained
models of partial ribosome structures. A typical coarse-
graining level is to use CR (for proteins) and P atoms (for
DNA or RNA) as the nodes of the network and neglect side
chains and other atoms. Doruker et al.23 have shown that
for large biological structures the coarse-graining level can
be significantly reduced by using only a small fraction of
nodes along the backbone (n/10, n/20, or n/40 nodes where
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n is total number of residues) almost without any loss (over
95% correlation) of information on the large-scale dynamics.
Our earlier results from comparison of different coarse-
graining level models have shown that a removal of a part
of the structure does not cause significant changes in large-
scale motions if the global shape of the molecule is
maintained. In the present paper we extend this study to the
small 30S ribosomal subunit and examine whether the
removal of some protein subunits in the 30S changes large-
scale functional motions of the remaining part of the 30S
structure.

Materials and Methods

Structure Used in This Study. A 3.05 Å resolution crystal
structure from T.thermophilus is used in this study. Its PDB
entry code is 1J5E. This structure is a native form of the
30S subunit and does not bind with any ligand. This large
biomolecule consists of 21 chains, each chain being a
separate subunit. Among these subunits, chain A is the
nucleic acid 16S rRNA, and all other chains are proteins.
The organizations and interactions of these subunits and
binding rate of the protein subunits to 16S rRNA can be
found in Figure 2(b),(c) in ref 24.

Overlap Matrix Calculation. The similarities between
two sets of vectors are measured by the overlap matrix. Each
element in the overlap matrix is calculated by the following
equation

cos θ) x · y
|x||y|

)
∑
i)1

n

xiyi

|x||y|
(1)

where x and y are two vectors, |x| and |y| are their lengths,
xi and yi denote their i-th components, and θ is the angle
between vectors x and y. If two vectors are exactly collinear,
then their absolute overlap is 1. If they are orthogonal to
each other, then the overlap is 0.

Correlation of Substructure Motions in the Com-
plete 30S Subunit. In order to understand the relative
motions of each structural subunits in the 30S subunit, the
orientation correlation between the center of mass of the
displacement of the structure subunits are examined by using
the following equation

CI,J(k))
∆RI

cm(k) ·∆RJ
cm(k)

|∆RI
cm(k)||∆RJ

cm(k)|
(2)

where I and J denote indices of the subunits (16S rRNA,
S2, S3,...S20, THX), k denotes the mode, and ∆RI

cm(k) is
the center of the mass displacement for the I-th subunit in
the k-th mode, which is computed by summing up displace-
ment vectors of all nodes for the I-th subunit in the k-th mode.

Calculation of the Deformation Energy. The deforma-
tion energy of each residue is calculated by using Wang et
al. method.12 This method is described by eq 3

Di(k))
∑
j)1

nci
1
2

γ(|Rij
0 +∆Rj(k)-∆Ri(k)|-|Rij

0|)2

Nλ(k)
(3)

where nci is the number of nodes connected to the i-th node
(number of contacts based on the assumed value of the cutoff
distance Rc), and N is the number of nodes; λ(k) is the
eigenvalue of the k-th normal mode, which is used as a
weighting factor. |Rij

0| is the average value of the distance
between residues i and j, and ∆Rj(k) is the displacement
vector of the j-th residue in the k-th mode; while Di(k)
indicates the deformation energy for the i-th residue in the
k-th mode.

Protein Removal Method. As we have already men-
tioned, the 30S ribosomal structure used in this study contains
21 independent subunits. Among these subunits, chain A is
the 16S rRNA and is always included in all partial struc-
tures generated in our protein removal experiments. The
numbers of all possible partial structures that are obtained
by the removal of m out of 20 subunits can be computed
from the formula

Nm ) (20
m )) 20!

m ! (20-m)!
(4)

and are listed in Table 7. If we try to remove all different
combinations of proteins, the numbers of possible cases are
too large, to be computationally treatable. Therefore we focus
only on the simplest cases of removing all protein subunits,
one protein, pairs of proteins, and the selected sets of proteins
at a time. After the partial structures are obtained, the
following procedures are performed:

• We use ANM to calculate the mean-square fluctuations
for the partial structure.

• We use ANM to calculate the mean-square fluctuations
for the complete structure.

• We compare the difference in the mean-square fluctuation
profiles between the partial structure and the corresponding
part in the whole structure by calculating the root-mean-
square error (RMSE) between them, which is shown in the
following equation

RMSE)�∑
i)1

N

(MSFPi -MSFCi)
2

N
(5)

where MSFPi is the mean-square fluctuation for residue i of
the partial structure, MSFCi is the mean-square fluctuation
for residue i of the corresponding part in the whole structure,
and N is the number of residue in the partial structure.

To compare the deformation energy difference between
the partial structures and the corresponding parts in the
complete structure, the same procedures are used.

Computation Cost. In the ANM calculations, we used
the positions of the P and the O4* atoms as nodes
representing each nucleotide and the CR to represent each
residue. The spring constant is set to 1. The same model
was used in our previous studies,12 and our attempts to use
different node representations or different values of the spring
constant did not significantly affect the computed modes.
For the complete 30S ribosomal structure, there are total 5422
nodes. Using this coarse-grained model, a 16266 × 16266
Hessian matrix is constructed. The full spectral decomposi-
tion of such large matrices is computationally very expensive.
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Since we are only interested in the slowest modes, we take
the first 100 eigenvalue-eigenvector pairs into consideration
only. In order to calculate the first 100 eigenvalue-eigen-
vector pairs, we can use the Matlab function (eigs), but it
takes about 2 h to complete the computations. Therefore we
have used BLZPACK to perform the spectral decomposition.
BLZPACK stands for the Block LancZos PACKage and is
a standard Fortran 77 implementation of the block Lanczos
algorithm for the solution of the eigenvalue problem.25 It
takes 1 min for a complete computation on a Linux machine
with 2.8 GHz CPU.

Results

The Influence of Removing All Protein Subunits on
the Computed Motions of 16S rRNA. Wang et al. pointed
out that the shape of the 30S subunit is determined mainly
by the 16S rRNA.12 The dominant role of the molecular
shape on the large-scale functional motions computed with
the elastic network models was suggested by Ma.26,27 In this
section, we discuss the importance of the shape of the 16S
rRNA on functional motions of the 30S subunit of the
ribosome. In order to estimate this effect, we removed all
protein subunits from the 30S structure and compared the
mean-square fluctuations of the 16S rRNA subunit in the
complete 30S structure with the 16S rRNA alone. Figure 1
shows this comparison in the slowest mode: we computed
mean-square fluctuations profiles with corresponding root-
mean-square errors and the correlation coefficient between
them. The root-mean-square error and the correlation coef-
ficient between two types of the mean-square fluctuations
are 8.711 and 0.98, respectively, which indicates that the
computed large-scale motions for 16S rRNA subunit using

the complete 30S structure are very close to that based on
the 16S rRNA structure alone. Furthermore we have checked
for possible differences in the directionality of the normal
modes of 16S rRNA between the complete 30S structure
and the structure of a single 16S rRNA. The overlap matrix
between the two sets of normal modes was calculated and
is shown in Figure 2. From Figure 2, we can see that the
first several slowest modes are highly overlapped, which
indicates that the motion of the 16S rRNA subunit is mainly
determined by the structure of 16S rRNA alone, and that
intermolecular interactions between the 16S rRNA subunit
and protein subunits have little effect on the dynamics of
16S rRNA in the 30S ribosomal structure.

In addition, we were interested in the role of different
protein subunits in the global dynamics of the 30S subunit.
To answer this question, we performed single protein subunit
removal experiments described in the next section.

Influence of the Removal of Single Proteins from the
30s complex. We have removed each one of the 20
constituent proteins at a time from the whole 30S complex
and then computed the mean-square fluctuations of the
remaining part of the 30S structure and the corresponding
root-mean-square errors (RMSE). Figure 3 shows the root-
mean-square error due to the removal of each of protein
subunits. From Figure 3, it is clear that the removal of S18
will have the largest impact on the difference between mean-
square fluctuations in the complete 30S structure and the
incomplete structure with the removed chain. Removal of
subunits S2, S8, S14, and S17 will also cause some
noticeable changes in the global dynamics. The detailed
values for these changes are listed in Table 1. In addition to
the computations of changes in the mean-square fluctuations
due to a protein chain removal we have also calculated
corresponding changes in the deformation energy. (See the
Methods section for computational details.) Figure 4 shows
these changes in the deformation energy. Figure 4 shows
that the changes in the deformation energy are the largest
for removing subunits S2, S8, S14, S17, and S18 which
agrees with the results of the corresponding changes in the

Figure 1. Comparison in the mean-square fluctuations
between the 16S rRNA part in the complete structure and
using the single 16S rRNA molecule only. The X-axis is the
residue index. The Y-axis is mean-square fluctuations for 16S
rRNA alone (labeled by pink color) and the 16S rRNA subunit
in the whole structure (labeled by blue color).

Figure 2. Overlap between modes unbinding 16S rRNA (Y-
axis) and modes from binding 16S rRNA (X-aixs). The black
color spectrum stands for the higher overlap value.
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mean-square fluctuations. Table 2 lists all these changes in
the deformation energy for removal of each of the 20 proteins
from the 30S structure. From Table 2, we see that the change
caused by removing subunit S18 is the largest one, which is
consistent with the results in Table 1 for the difference in
the mean-square fluctuations.

We generated a movie showing motions corresponding to
the slowest mode of partial structure after removing S18.
From this movie, we have clearly observed that the removal
of the subunit S18 induces large amplitude motions of the
terminal residues in subunit S6. Therefore we have removed
the two terminal residues in S6 and then repeated the single-
protein removal experiment. Similarly as before, we have
calculated the root-mean-square error for the mean-square
fluctuations and deformation energies between the two
structures. Tables 3 and 4 show these results for the slowest
mode.

From the results of the computed mean-square fluctuations
and deformation energies, it is obvious that by removing two
terminal residues in S6 we cancel the effects caused by the
removal of S18. These results indicate possible interdepen-
dence between different subunits in the global dynamics
manifested in the single protein removal experiments. In
order to better understand this interdependence we have
extended our computational protein removal experiment to
pairs of proteins at a time, and the results are shown in the
following section.

Influence of the Removal of Pairs of Proteins from
the 30S Complex. We have performed the removal of a pair
of proteins at a time and then computed the root-mean-square
error of the mean-square fluctuations of residues in the
partially remaining structure of the 30S ribosomal subunit
and the complete 30S structure in the slowest mode. These

Figure 3. One protein removal experiment. X-axis: the re-
moved protein subunit, Y-axis: RMSE for mean-square
fluctuations profile.

Table 1. Root-Mean-Square Error for the Mean Square
Fluctuations between the Partial Structure and the
Corresponding Parts in the Whole Complex Structure in
the Slowest Mode

removed chain corresponding subunit RMSE for MSF

B S2 28.63*
C S3 6.41
D S4 12.90
E S5 17.18
F S6 2.88
G S7 14.83
H S8 28.56*
I S9 5.82
J S10 2.93
K S11 12.51
L S12 9.01
M S13 7.87
N S14 43.61*
O S15 0.60
P S16 8.43
Q S17 25.30*
R S18 433.60*
S S19 6.91
T S20 3.79
V THX 0.89

Figure 4. One protein removal experiment. X-axis: the
removed protein subunit, Y-axis: RMSE for the deformation
energy profile.

Table 2. Root-Mean-Square Error for Deformation
Energies between the Partial Structure and the
Corresponding Parts in the Whole Complex Structure in
the Slowest Mode

removed chain
corresponding

subunit RMSE for deformation energy

B S2 5.48e-06*
C S3 3.46e-06
D S4 2.78e-06
E S5 3.65e-06
F S6 8.36e-07
G S7 3.26e-06
H S8 4.82e-06*
I S9 1.180e-06
J S10 7.85e-07
K S11 2.50e-06
L S12 3.00e-06
M S13 2.07e-06
N S14 6.66e-06
O S15 1.82e-07
P S16 1.46e-06
Q S17 4.41e-06*
R S18 4.13e-05*
S S19 1.79e-06
T S20 5.70e-07
V THX 2.36e-07
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results are shown in Figure 5. Figure 5 shows that out of
the total of 190 investigated pairs there are 17 pairs of
proteins that have significantly larger root-mean-square errors
than the rest. If we inspect all these 17 pairs of proteins, we
see that subunit S18 is involved in all these pairs. We were
also interested in the two remaining pairs of proteins
containing the S18 subunit. In Table 5, we have listed all
pairs of proteins that include S18 and the corresponding
RMSE in the slowest mode. From Table 5, it is clear that
the root-mean-square error of the mean-square fluctuations
of residues for the partial 30S structure and for the intact
30S structure are significantly reduced, respectively to all
other cases, if we remove subunits S3 and S18 together
(RMSE ) 43.8) or remove subunits S6 and S18 together

(RMSE ) 2.15). We have also computed the root-mean-
square error in the deformation energies for the remaining
30S structure and the intact 30S structure in the slowest
mode. These results for all pairs or proteins containing the
S18 subunit are plotted in Figure 6 and listed in Table 6.
From the computations of the deformation energy in Table
6, we see that the removal of the S6 and the S18 subunits
together will cause almost no changes in the deformation
energy, which agrees with the computations of the difference
of the mean-square fluctuations for the same pair of proteins
in Table 5.

In a single-protein removal experiments, removing of the
subunit S18 significantly changes the large-scale dynamics
of the remaining 30S structure relative to the intact 30S
structure. We have also observed that the two terminal
residues of the subunit S6 exhibit large fluctuations after the
removal of the subunit S18. However, if we remove the
subunit S18 and these two terminal residues of the subunit
S6 together, the root-mean-square error of fluctuations of
residues in the partial 30S structure and in the intact 30S

Table 3. Root-Mean-Square Error for Mean Square
Fluctuations between the Partial Structure and the
Corresponding Parts in the Structure after Removing Two
Terminal Residues in the Subunit S6 in the Slowest Mode

removed chain corresponding subunit RMSE for MSF

B S2 28.65*
C S3 6.44
D S4 12.87
E S5 17.26
F S6 2.86
G S7 14.89
H S8 28.59*
I S9 5.77
J S10 2.76
K S11 12.54
L S12 9.05
M S13 7.78
N S14 43.46*
O S15 0.63
P S16 8.44
Q S17 25.39*
R S18 2.97**
S S19 6.77
T S20 3.80
V THX 0.74

Table 4. Root-Mean-Square Error for Deformation
Energies between the Partial Structure and the
Corresponding Parts in the Structure after Removing Two
Terminal Residues in the Subunit S6 in the Slowest Mode

removed chain
corresponding

subunit RMSE for deformation energy

B S2 5.48e-6*
C S3 3.46e-6
D S4 2.78e-6
E S5 3.66e-6
F S6 8.28e-7
G S7 3.27e-6
H S8 4.83e-6*
I S9 1.18e-6
J S10 7.86e-7
K S11 2.50e-6
L S12 3.00e-6
M S13 2.06e-6
N S14 6.66e-6*
O S15 1.85e-7
P S16 1.47e-6
Q S17 4.43e-6*
R S18 4.25e-7**
S S19 1.79e-6
T S20 5.73e-7
V THX 2.360e-7

Figure 5. The two proteins removal experiment. X-axis: the
removed protein pairs (190 pairs), Y-axis: root-mean-square
error (RMSE) for the mean-square fluctuations profile. The
horizontal line indicates the position that RMSE is 53.1786.

Table 5. Root-Mean-Square Error for Mean-Square
Fluctuations between the Partial Structure and the
Corresponding Parts in the Complete Structure after
Removing S18 Involved Pairs of Proteins in the Slowest
Mode

removed chains corresponding subunits RMSE for MSF

BR S2-S18 381.34
CR S3-S18 43.77**
DR S4-S18 407.31
ER S5-S18 382.32
FR S6-S18 2.15**
GR S7-S18 374.90
HR S8-S18 399.16
IR S9-S18 418.98
JR S10-S18 423.63
KR S11-S18 416.50
LR S12-S18 407.46
MR S13-S18 435.55
NR S14-S18 394.65
OR S15-S18 426.25
PR S16-S18 419.73
QR S17-S18 413.63
RS S18-S19 425.61
RT S18-S20 423.88
RV S18-THX 431.56
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structure lowers to 2.97 (see Table 3), which is similar to
the RMSE value of 2.15 when we remove the whole subunits
S6 and S18 together (see Table 5). These results indicate
that the subunit S18 serves a role of a spatial constraint that
prevents the two terminal residues of the subunit S6 to have
large fluctuations. After the subunit S18 is removed, this
constraint is missing, and we observe large fluctuations of
the two terminal residues of the subunit S6.

Remove the Sets of Protein Subunits Based on Their
Binding Order. Earlier work by Nomura et al. showed that
20 protein subunits bind with 16S rRNA in a specific order.
Using this order, these proteins are classified into the primary,
secondary, and tertiary binding proteins. The primary binding
proteins are chains S17, S4, S20, S8, S15, and S7. The
secondary binding proteins include S12, S16, S18, S6, S9,
S19, S13, S5, and S11. The tertiary binding proteins contain
chains S14, S10, THX, S3, and S2. We use Bp, Bs, and Bt
to indicate the different sets of protein subunits:

Bp ) {S4 S7 S8 S15 S17 S20}
Bs ) {S5 S6 S9 S11 S12 S13 S16 S18 S19}
Bt ) {S2 S3 S10 S14 THX}

The combinations of Bp, Bs, and Bt are listed below:
BpBs ) {S4 S5 S6 S7 S8 S9 S11 S12 S13 S15 S16 S17

S18 S19 S20}
BpBt ) {S2 S3 S4 S7 S8 S10 S14 S15 S17 S20 THX}
BsBt ) {S2 S3 S5 S6 S9 S10 S11 S12 S13 S14 S16 S18

S19 THX}
BpBsBt ) all protein subunits
Here we attempt to find how the removal of these sets of

protein subunits affects motions of partial 30S structures. In
order to answer this question, we perform the protein removal
simulations by removing the groups of Bp, Bs, Bt, BpBs,
BpBt, and BsBt subunits separately and calculating the mean
deviations per residue of the mean-square fluctuations and
deformation energies between the partial structure after the
removal and the corresponding part in the intact structure.
For the slowest mode, the mean deviations per residue are
26.24, 12.65, 12.44, 33.40, 6.53, and 11.10 for removal of
Bp, Bs, Bt, BpBs, BpBt, and BsBt, respectively. It is clear
that removing the primary and secondary binding proteins
together causes the largest mean deviation, while removing
both the primary and the tertiary binding proteins together
leads to the smallest mean deviation.

The similar change patterns are also reflected from the
mean deviation per residue for the deformation energy. The
mean deviations per residue are 4.79e-06, 3.37e-06, 4.32e-
06, 5.91e-06, 3.97e-06, and 4.60e-06 for removal of Bp, Bs,
Bt, BpBs, BpBt, and BsBt, respectively, which shows that
removing the primary and secondary binding proteins
together causes the largest mean deviation in the computed
deformation energy.

Effects of the Removal of Protein Subunits on Motions
of Partial Structures Depend on Contacts between the
Protein Subunits and the 16SrRNA Subunit in the 30S
Structure. In the protein removal experiments, we observe
that the removal of some proteins, pairs of proteins, and
subsets of proteins causes larger changes in the mean-square
fluctuations for partial structures, while the removal of other
proteins have smaller effects on the corresponding mean

Figure 6. The two proteins removal experiment. X-axis: the
removed protein pairs (190 pairs), Y-axis: root-mean-square
error (RMSE) for deformation energy profile.

Table 6. Root-Mean-Square Error for Deformation
Energies between the Partial Structure and the
Corresponding Parts in the Complete Structure after
Removing S18 Involved Pairs of Proteins in the Slowest
Mode

removed chains
corresponding

subunits RMSE for deformation energy

BR S2-S18 3.89e-05
CR S3-S18 5.31e-06**
DR S4-S18 4.16e-05
ER S5-S18 3.90e-05
FR S6-S18 7.70e-07**
GR S7-S18 4.06e-05
HR S8-S18 4.07e-05
IR S9-S18 4.18e-05
JR S10-S18 4.17e-05
KR S11-S18 4.15e-05
LR S12-S18 4.15e-05
MR S13-S18 4.19e-05
NR S14-S18 4.03e-05
OR S15-S18 4.12e-05
PR S16-S18 4.16e-05
QR S17-S18 4.16e-05
RS S18-S19 4.17e-05
RT S18-S20 4.17e-05
RV S18-THX 4.14e-05

Table 7. Number of Partial Structures in the Protein
Removal Experiments

number of proteins removed number of partial structures

1 20
2 190
3 1140
4 4845
5 15504
6 38760
7 77520
8 125970
9 167960
10 184756
11 167960
12 125970
13 77520
14 38760
15 15504
16 4845
17 1140
18 190
19 20
20 1
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square fluctuations. We are especially interested whether the
effects from removing the different protein subunits are
related to the contacts between the protein subunits and
the 16S rRNA subunit. To answer this question, we calculate
the contact numbers between subunits and construct a contact
map (see Figure 10). We assume that two nodes (one from
the 16S rRNA subunit and another from the protein subunit)
are being in contact if the distance between them is less than
or equal to 15 Å. From Figure 10, we calculate the average
contact number for the primary, secondary, and tertiary
binding proteins. The average contact numbers for the
primary, secondarym and tertiary binding proteins are
calculated by dividing the total contact numbers for each
category by the number of subunits in this category. The
average contact numbers for these three sets of proteins are
1669, 1414, and 1088, respectively, which indicates that the
earlier the proteins bind with 16S rRNA, the more contact
the proteins have with 16S rRNA. In addition, the relation-
ship between the contact numbers and the effects of the
removal of the protein subunits on the motion of the partial
30S structure are also studied. We calculate the Pearson and
Spearman rank correlation between the contact number and
the RMSE in Table 1, and these values between the two
measures are -0.34 and 0.009, respectively, which indicates
that there is no obvious linear relationship between them.
However we did observe that S6 has the smallest contact
number, and the removal of S6 causes the smaller effect on
the motion of the partial structure (RMSE for S6 in Table 1
is 2.88 only). For the removal of pairs of proteins always
including S18, the average contact number for the pairs
including S6-S18 is the smallest, and the RMSE in Table
5 is 2.15, which is the smallest RMSE for all pairs including
S18. In addition, we are interested whether there is a linear
relationship between contact ratios and the effects of the
removal of the protein subunits on the motion of the partial
30S structure. The contact ratio between protein subunit and
16SrRNA is calculated by dividing the total contact number
between two subunits by the product of numbers of residues
of two subunits. We calculate the Pearson and Spearman
rank correlation between the contact ratios and the RMSEs
in Table 1, and these values between the two measures are
-0.18 and -0.31, respectively, which again indicates that
there is no obvious linear relationship between contact ratios
and the effects of the removal of the protein subunits on the
motion of the partial 30S structure. We also note that the
Pearson and Spearman rank correlation between the contact
numbers and the contact ratios are 0.27 and 0.46, respectively.

The Correlation of Motions of Different Subunits. Since
the ribosome is a biological machine for protein synthesis,
we expect that motions of its different subunits are highly
correlated to process the synthesis of proteins smoothly.
Wang et al.12 studied the correlations of motions of different
subunits in the whole 70S ribosome structure. However, they
did not examine correlations of motions of various subunits
in the 30S ribosomal structure. Our results of the removal
of pairs of proteins at a time suggest that the subunit S18
constrains motions of the subunit S6. We are especially
interested how motions of S18 are correlated with motions
of S6 and with other protein chains. We have computed

correlations of motion among 21 subunits of the 30S
structure. Figure 7 shows these results corresponding to the
slowest mode. From Figure 7, it is obvious that there are
strong positive correlations of motion between subunits S6
and S18. Furthermore, we have investigated the effect of
higher modes by computing these correlations for the first
10 slowest and the first 100 slowest modes. Figures 8 and 9
show the results of our studies.

It is clear that there is a positive correlation between the
motions of subunits S6 and S18 even if we take other slowest
modes into consideration. The correlation coefficients be-
tween the motions of subunits S6 and S18 in the first slowest
mode, the first 10 slowest modes, and the first 100 slowest
modes are 0.91, 0.77, and 0.59, respectively. By combining
this information on correlation coefficients with the results
of the protein removal experiments, we are lead to the
conclusion that subunits S6 and S18 function together as a
single block in the whole 30S ribosomal structure. The
removal of the subunit S18 alone will significantly change
the dynamics of the remaining structure; however, the
removal of both subunits S6 and S18 at once will elimi-
nate the changes caused by the removal of the single chain
S18.

Figure 7. The motion correlation between subunits in the 30S
structure. X-axis and Y-axis indicate 21 subunits. The black
color spectrum stands for the higher correlation value, and
the correlations are calculated based on only the slowest
mode.

Figure 8. The motion correlation between subunits in the 30S
structure. X-axis and Y-axis indicate 21 subunits. The black
color spectrum stands for the higher correlation value, and
the correlations are calculated based on the first 10 slowest
modes.
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Subunits That Have More Contacts Have Stronger
Correlated Motions Computed from ENM. In this section,
we study a relationship between contacts among subunits
and the correlated motions of these subunits. We calculated
the contact ratio of pairs of proteins and compared them with
the correlated motions of these pairs. These results are shown
in Figure 11. The contact ratio for a pair of proteins is
calculated by dividing the total contact number between the
two subunits by the product of numbers of residues of two
subunits. Since there are 21 subunits, there are 210 different
pairs of subunits. Among these 210 pairs, there are 44 pairs
of subunits that have a nonzero contact ratio. Therefore we
only include these 44 pairs of subunits in Figure 11. The
Pearson and Spearman correlation coefficient between the
contact ratio of pairs of subunits and the motion correlation
coefficient between subunits in Figure 12 are 0.42 and 0.52,
respectively, which indicate the relationships between the
contacts among subunits and their correlated motions.
Particularly, subunit F and subunit R have the larger contact

ratio, and the motion correlation between them is also
stronger (labeled by an arrow in Figure 11).

Conclusions

In this study, we find that the slowest modes of 16S rRNA
after removing all protein subunits are very similar to the
slowest mode of the 16S rRNA part in the whole 30S
ribosome subunit. However, the slowest mode of partial
structures obtained after removing S18 or some pairs of
protein subunits containing S18 are very different from the
slowest modes of the corresponding parts in the whole 30S
ribosome. This should not be considered to be contradictory
to what we indicated that the dynamics of the 16S rRNA
alone is affected little by the interactions with the protein
subunits. The partial structures obtained after removal of S18

Figure 9. The motion correlation between subunits in the 30S
structure. X-axis and Y-axis indicate 21 subunits. The black
color spectrum stands for the higher correlation value, and
the correlations are calculated based on the first 100 slowest
modes.

Figure 10. Contact map between subunits in the 30S
ribosome structure, using 15 Å as the cut off distance for
defining contact. X-axis and Y-axis indicate 21 subunits. The
black color spectrum stands for the larger contact number.

Figure 11. The relationship between the contact ratio for pairs
of proteins and the motion correlation of pairs of proteins. The
arrow indicates the pair of subunits S6 and S18.

Figure 12. Structure of the 30S ribosomal subunit (viewed
using ViewerPro 4.2). Gray color indicates 16S rRNA. Protein
subunits are represented by the different colors. Some
proteins involved in the S15 binding pathway are labeled (S6,
S11, S15, S18).
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or pairs of subunits containing chain S18 still contain other
protein subunits, and the slowest modes that are computed
using ANM are strongly influenced by some of these
remaining subunits. We have computed the extent of change
of the mean-square fluctuations due to the remaining chains
after the removal of chain S18. Our calculations show that
99.52% of changes in the mean-square fluctuations profile
is related to chain S6, and only 0.47% is due to 16S rRNA.

Hamacher et al. studied the dependency map of proteins
in the 30S small ribosomal subunit assembly by calculating
the difference in the binding free energy performing a single
protein removal and two proteins removal experiments.21

Their studies have shown that subunits S6 and S18 influence
each other. Some early experimental studies indicated that
chains S6 and S18 bind to each other forming a dimer.14,17

Other experiments using the 30S ribosomal subunit from
hyperthermophilic bacteria Aquifex aeolicus also suggested
a possible dimerization of subunits S6 and S18.28,29 The
previous studies showed that S6 and S18 are located in the
central domain of 16S rRNA, and the crystal structure of
this domain is already solved by Williamson.30 The principal
interface protrusion of the 50S subunit penetrates deeply into
this domain and remains virtually unchanged in the 70S
complex.31 Some studies also showed that this domain
includes the S15 protein binding pathway.29,30,32 The coop-
erative binding of S6 and S18 follows the binding of S15 to
16S rRNA and is required for the binding of S11 and S21.27

The location of these protein subunits can be seen in Figure
12. Thermodynamics and kinetic experiments of S6 and S18
binding to an S15-RNA complex indicates that S6 and S18
bind, forming a stable heterodimer in solution, and this S6:
S18 heterodimer binds to the S15-rRNA complex.29 Our
present results obtained from elastic network model com-
putations also indicate that S6 and S18 possibly function as
a block, and this result is consistent with the above
experimental data.

The purpose of our research was to apply the Anisotropic
Network Model (ANM) to study the functional dynamics of
the assembly of the 30S subunit of the ribosome. The optimal
way to study this problem would be to compare normal
modes of the crystal partial structures with the modes of the
intact structure and explore conformational transitions be-
tween the open forms (partial structures) and the closed forms
(in the intact structure). Although the crystal intact structure
of the 30S ribosome is available, the crystal partial structures
are mostly unavailable in PDB. Therefore we computation-
ally generated these partial structures from the intact structure
by removing singe protein subunits, pairs of protein subunits,
and selected larger sets of protein subunits. We compared
the slowest normal modes computed from the partial
structures with the slowest modes from the corresponding
parts in the intact structure. As more crystal partial structures
will become available in PDB in the future it might be
worthwhile to use such PDB data to reinvestigate the
problem. We also hope that our present results may motivate
further experimental studies on 30S ribosome assembly.

In summary, the effects of various subunits on the large-
scale dynamics of the partial 30S ribosomal structure have
been studied by removing single proteins, pairs of proteins,

or larger sets of proteins at a time. From these protein
removal experiments, we have found that the S6 and S18
subunits behave as a single functional block in the 30S
structure, exhibited by a strong correlation of motions of S6
and S18. The existing experimental data provide additional
support for our finding derived from elastic network model
computations.
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Remarkably Strong T-Shaped Interactions between
Aromatic Amino Acids and Adenine: Their Increase upon
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Abstract: T-shaped geometries and interaction energies between select DNA nucleobases
(adenine or 3-methyladenine) and all aromatic amino acids (histidine, phenylalanine, tyrosine,
or tryptophan) were examined using BSSE-corrected MP2/6-31G*(0.25) potential energy surface
scans, which determined the preferred nucleobase (face)–amino acid (edge) and nucleobase
(edge)–amino acid (face) interactions. The energies of dimers with the strongest interactions
were further studied at the CCSD(T)/CBS level of theory, which suggests that the T-shaped
interactions in adenine dimers are very strong (up to -35 kJ mol-1). Nucleobase methylation to
form a cationic damaged base (3-methyladenine) plays a large role in the relative monomer
orientations and magnitude of the interactions, which increase by 17-125%. Most importantly,
this study is the first to compare the stacking and T-shaped interactions between all aromatic
amino acids and select (natural and damaged) DNA nucleobases where the differences between
stacking and T-shaped interactions at the CCSD(T)/CBS level are small. Therefore, our results
indicate that T-shaped interactions cannot be ignored when studying biological processes, and
this manuscript discusses the importance of these interactions in the context of DNA repair.

1. Introduction

Noncovalent interactions play a major role in determining
structures and properties of molecular assemblies in biology,
chemistry, and materials science.1 These interactions, which
include hydrogen bonding, π-π, cation-π, and X–H · · ·π
(where X)N, O, C) among others, control the design of
molecular devices and govern the self-assembly of natural
and artificial systems.2,3 In biology, the dynamic interactions
between phospholipid bilayers and proteins, the double
helical structure of DNA, and the three-dimensional structure
of proteins are all dependent on noncovalent interactions.4,5

Many pharmaceutical ligand–protein interactions are also
noncovalent. For example, some drugs, including anticancer
agents, use π-π interactions to intercalate into DNA.6

Noncovalent interactions between protein and DNA build-
ing blocks also play vital roles in the development of
pharmaceuticals and biochemical techniques as well as in

nature. For example, these interactions are essential for DNA
replication,7 transcription,7 and DNA repair.8,9 We are
specifically interested in the role of these interactions in DNA
base excision repair (BER). BER is perhaps the most
important natural repair mechanism, which utilizes multiple
enzymes.8,9 Specifically, the first step in the BER process,
where damaged bases are removed by enzymes (DNA
glycosylases) that cleave the (glycosidic) bond connecting
the base to the deoxyribose sugar,10-13 likely relies on
several noncovalent DNA-protein interactions for substrate
identification and removal.

There are many classes of DNA glycosylases, which each
act on damaged bases formed through different pathways
(such as deamination, oxidation, or alkylation) and each use
different catalytic mechanisms. For example, uracil DNA
glycosylase (UDG) and formamidopyrimidine [fapy]-DNA
glycosylase (FPG) use hydrogen bonds to bind and remove
(neutral) damaged nucleobases formed via deamination and
oxidation, respectively.10,12 Alternatively, DNA glycosylases
that repair alkylation damage, which include 3-methyladenine
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DNA glycosylase II (AlkA, E. coli) and human alkyladenine
DNA glycosylase (AAG, human), possess no obvious polar
groups that can form strong hydrogen bonds to the cationic
damaged base in the active site pockets.12 Instead, crystal
structures14,15 show stacking (face-to-face) and T-shaped
(edge-to-face) interactions between the aromatic amino acids
and nucleobases bound at the active site. Therefore, it has
been proposed that stacking and T-shaped interactions are
responsible for substrate recognition and stabilization.12

Specifically, these enzymes may use aromatic π-cation
interactions to attract cationic damaged bases into the active
site and to differentiate between damaged and natural
(undamaged) bases.16

Although crystal structures are highly informative about
biomolecular geometries, they leave many unanswered
questions about the nature or magnitude of discrete interac-
tions between substrates and enzymes. Furthermore, in the
case of DNA glycosylases that repair alkylation damage, no
structure of a cationic nucleotide bound to the active sites
exists. This is due to difficulties with experimental synthesis
of stable cationic substrates,12 which undergo spontaneous
hydrolysis more rapidly than their neutral counterparts.12,17,18

Therefore, unanswered questions related to DNA alkylation
repair enzymes include the following: What is the nature of
the attractive forces between active site residues and the
substrates? What is the magnitude of these interactions? How
does structure affect the magnitude of these interactions?
What orientations between amino acids and bases are
preferred? How do the interactions differ between neutral
and cationic nucleobases? These lead to more general
questions such as the following: Do these interactions affect
the catalytic power of the enzyme?

Computational chemistry can address some of these
unanswered questions regarding the nature of active site
interactions. Previously, we used computational chemistry
to systematically examine the MP2/6-31G*(0.25) stacking
interactions between all aromatic amino acids (histidine
(HIS), phenylalanine (PHE), tyrosine (TYR), tryptophan
(TRP)) and adenine (A) or 3-methyladenine (3MeA, Figure
1),19 which is the second most common alkylation product
and has been shown to stop DNA replication.20-23 This
selection of molecules allowed us to separately characterize
π-π and π-cation interactions and thereby determine the
effects of nucleobase alkylation as well as the amino acid
on the magnitude of stacking interactions.

Although our previous calculations revealed important
information about biologically relevant stacking (face-to-
face) interactions, crystal structures of AlkA and AAG show
that the amino acid and substrate molecular planes are not
always above/below each other in a perfectly parallel
alignment. Instead, many T-shaped (edge-to-face) interactions
also exist. Furthermore, these interactions have not been well
characterized, and the influence of (cationic) charge on these
interactions is even less understood. To fully understand
the implications of these T-shaped interactions, we must also
investigate the natural bases. Therefore, the T-shaped
interactions between all aromatic amino acids and adenine
or 3-methyladenine are systematically investigated in the
present study. We consider both amino acid (edge)–nucleo-

base (face) and nucleobase (edge)–amino acid (face) interac-
tions. High-level calculations (CCSD(T)) and extrapolation
to the complete basis set limit were performed on dimer
orientations that yield the strongest T-shaped interactions as
well as the strongest stacking interactions previously
reported.24,25

In addition to revealing important information (geometries
and magnitudes) about biologically relevant T-shaped inter-
actions, this work represents the most accurate comparison
in the literature of the stacking and T-shaped interactions
between natural or damaged nucleobases and the aromatic
amino acids. Indeed, our work will reveal the magnitude of,
and differences between, stacking and T-shaped interactions
that occur within the active sites of DNA repair enzymes.
This study also has more general implications due to the
use, and significance, of noncovalent protein–DNA interac-
tions in a variety of biological processes. Since information
about the strengths of these interactions is difficult to extract
from experiment alone, it is important to study these
interactions using the highest levels of theory possible.

2. Computational Methods

Computational chemistry has been widely used to examine
noncovalent interactions. Although an abundance of studies
on hydrogen bonding exist, recent emphasis has been placed
on anticipated weaker stacking (face-to-face) interactions
between two aromatic rings. For example, there is a wealth
of literature that examines the stacking interactions of
benzene or substituted benzenes26 as well as the stacking
interactions between the natural nucleobases.27-31 Stacking
interactions in amino acid dimers have also been consid-
ered.32 However, a comparatively limited number of studies
have examined nucleobase–amino acid dimers. Rooman et
al. investigated π-π or cation-π nucleobase–amino acid (Arg,
Lys, Asn, and Gln) interactions33 and more recently inves-
tigated the stacking interactions between (neutral or proto-
nated) histidine and adenine or phenylalanine.34 In addition,
the stacking interactions between the four aromatic amino
acids and the natural nucleobases24,35 as well as the 10 most

Figure 1. The structure of the amino acids (histidine (HIS),
phenylalanine (PHE), tyrosine (TYR) and tryptophan (TRP))
and nucleobases (adenine (A) and 3-methyladenine (3MeA))
considered in this study, where blue fragments were replaced
with a hydrogen atom in our models.
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common (cationic) methylated nucleobases25 have been
investigated. T-shaped (X–H · · ·π, where X)N, O, C)
interactions between small molecules or molecular fragments
and various aromatic rings36-42 or biomolecular (DNA or
protein) π-systems have also been examined.43-46 However,
to our knowledge, very few studies have been completed on
T-shaped (edge-to-face) interactions between two aromatic
rings.26,34,47 Indeed, these studies have been primarily limited
to the T-shaped dimers between benzene and substituted
benzenes.26 In terms of biological systems, Cauët et al.
investigated select T-shaped orientations between adenine
and phenylalanine or histidine (neutral and protonated).34

Despite their importance, a full systematic study of interac-
tions between the aromatic amino acids and the nucleobases
has not yet been performed.

The vast literature discussed above has revealed that
stacking and T-shaped interactions are sensitive to the level
of theory and basis set implemented, where appropriate levels
of theory to study these interactions in biological systems
have been identified. We use an approach similar to that used
by Hobza and Šponer to study stacking interactions between
DNA nucleobases27 and our group to study stacking interac-
tions between aromatic amino acids and nucleobases.19,24,25

Specifically, monomers (Figure 1) were optimized in fixed
planar geometries using MP2/6-31G(d). The nucleotide
monomers were modeled by replacing the sugar-phosphate
backbone with a hydrogen atom, while the protein backbone
and �-carbon of the amino acids were replaced by a hydrogen
atom. Therefore, HIS was modeled as imidazole, PHE as
benzene, TRP as indole, and TYR as phenol. The gas-phase
potential energy surfaces between monomers were scanned
using basis set superposition error (BSSE)-corrected MP2
single-point calculations with the 6-31G*(0.25) basis set,
which replaces the standard d-exponent for second-row atoms
(0.8) with 0.25.27 MP2/6-31G*(0.25) has been previously
justified for use to study ‘weak’ interactions and has been
shown to produce the same trends as, and recover ap-
proximately 80% of, the CCSD(T) stacking energies for
natural nucleobase dimers calculated at the complete basis
set (CBS) limit.29 This manuscript will show an even better
agreement between MP2 and CCSD(T) for nucleobase–
amino acid stacking and T-shaped binding energies. During
the potential energy surface scans, the relative orientations
of the monomers were varied as a function of different
variables as outlined in the following sections.

2.1. Stacking Interactions. Previously, we scanned the
BSSE-corrected MP2/6-31G*(0.25) gas-phase potential
energy surface of nucleobase–amino acid dimers by stacking
monomers (face-to-face) with respect to their centers of
mass.19,24,25 Two relative orientations of the molecular planes
were considered, where the first is defined by stacking the
amino acid and nucleobase in the orientation shown in Figure
1 and the second, denoted as flipped using the subscript f, is
obtained by flipping the amino acid relative to Figure 1 prior
to stacking with the nucleobase. Three variables were
investigated that define the relative orientation between the
nucleobases and amino acids (Figure 2a): vertical separation
(R1), angle of rotation (R), and horizontal displacement (R2).
Our methodology for considering these variables is discussed

in detail in our previous publications.24,25 In the present
study, the strongest (most negative) MP2/6-31G*(0.25)
stacking energies are reported, and the corresponding ge-
ometries were used for higher-level calculations (discussed
below).

2.2. T-Shaped Interactions. To characterize a different
part of the same potential energy surface examined in our
previous study on nucleobase–amino acid stacking interac-
tions, we used a series of gas-phase BSSE-corrected MP2/
6-31G*(0.25) single-point calculations to identify the
strongest T-shaped interactions between each amino acid and
A or 3MeA. Four variables were considered (Figure 2b).
First, the angles of ‘edge’ rotation (θ) were chosen, which
define the ring edge (monomer edge) directed toward the
center of mass of the π-system (monomer face). Figure 3
shows the amino acid and base edges considered. Our
nomenclature uses numbers to indicate the atom directed
toward the center of mass of the π-system and letters to
indicate a bridged structure involving more than one atom
directed toward the π-system. For example, in dimers
involving a PHE edge, θ)1 indicates a hydrogen from the
PHE ring is directed at the center of mass of the nucleobase,

Figure 2. The definition of the variables considered in (a)
previous stacking potential energy surface scans (vertical
separation (R1), angle of rotation (R), and horizontal displace-
ment (R2))24,25 and (b) the present T-shaped potential energy
surface scans (angle of ‘edge’ rotation (θ), vertical separation
(R1), angle of rotation (R), and horizontal ‘edge’ displacement
(R2)).

Figure 3. The definition of θ for (a) amino acid edges and
(b) nucleobase edges considered in potential energy surface
scans.
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while θ)A indicates a C-C bond of the benzene ring is
parallel to the nucleobase molecular plane.48 In total, 2
different edges were considered for PHE,48 10 for HIS and
TRP, 12 for TYR, and 16 for A and 3MeA. Therefore, 196
different monomer orientations were considered (i.e., 34
amino acid edges directed toward each of two nucleobases
and 32 nucleobase edges directed toward each of four amino
acids). We emphasize that in addition to identifying the
strongest T-shaped interactions between each amino acid and
A or 3MeA, we have characterized interactions that may not
correspond to the global minimum but may be important in
biological systems due to natural dynamics or structural
constraints of proteins or DNA.

The initial structures for dimers involving an amino acid
edge were obtained by aligning the centers of mass of the
amino acid and nucleobase and setting the molecular planes
perpendicular. For dimers involving a nucleobase edge, the
edge is sometimes located off the amino acid π-system when
initial structures with aligned centers of mass are considered
due to the smaller size of the amino acids. Therefore, when
a nucleobase atom edge was directed toward the amino acid
face (θ ) number, Figure 3b), the atom was placed directly
on top of the center of mass of the amino acid in the initial
structure. Alternatively, when a nucleobase bond was set
parallel to the amino acid face (θ ) letter, Figure 3b), a
dummy atom was placed at the midpoint between the atoms
linked by the dotted lines in Figure 3b, and the dummy atom
was aligned with the amino acid center of mass. In all
T-shaped calculations, R)0° was defined as the structure
with the monomer face in the XY plane, where the model
glycosidic (nucleobase face) or �-carbon and peptide back-
bone (amino acid face) bond is parallel to the Y-axis. The
monomer edge is placed in the YZ plane with the molecular
plane parallel to the glycosidic (nucleobase face) or �-carbon
and peptide backbone (amino acid face) bond.

Once the edges (θ) were chosen and R)0° was defined,
the vertical separation distance (R1) was altered by 0.1 Å
increments along the Z-axis. For dimers involving the amino
acid edge, R1 is the distance between the center of mass of
the two monomers. For the nucleobase edge dimers, R1 is
the distance between the amino acid center of mass and the
nucleobase atom (θ ) number) or the dummy atom at the
midpoint of the line connecting the two atoms that define
the monomer edge (θ ) letter). Once the preferred vertical
separation was determined, R1 was held fixed in the
remaining calculations.

Next, the angle of rotation (R) was altered by rotating the
monomer edge in 30° increments in the right-hand sense.
For dimers involving the amino acid edge, the rotation axis
passes through the centers of mass of both monomers. For
the nucleobase edge dimers, the rotational axis passes through
the center of mass of the amino acid and the nucleobase atom
(θ ) number) or the dummy atom defining the midpoint of
the line connecting the two relevant base atoms (θ ) letter).

Finally, the horizontal ‘edge’ displacement (R2) was
considered. Due to the large number of calculations required
to completely scan the monomer faces (81 calculations for
HIS face and up to 225 calculations for 3MeA face), only
the edges (up to 7) that lead to the strongest interactions

after varying R1 and R for each monomer pair were
considered in R2 scans. To perform the R2 shift, the center
of mass of the monomer face (in the XY plane) was defined
as the origin (0,0). For all dimers, the Y-axis was defined to
be parallel to the glycosidic (nucleobase face) or �-carbon
and peptide backbone (amino acid face) bond, and this bond
lies in quadrant III. The monomer edge was shifted by 0.5
Å along the X and Y axis, where single-point calculations
were completed at each increment over the entire monomer
face. Thus, despite the reduction in the number of edges
considered for R2 scans, dimers involving an amino acid edge
still required approximately 225 (PHE edge) to 900 (TRP
edge) calculations per nucleobase–amino acid pair, while
dimers involving a nucleobase edge required approximately
425 (PHE face) to 700 (TRP face) calculations per pair.

2.3. Higher-Level ab Initio Methods and Extrapola-
tion Techniques. To verify our computational approach,
higher-level calculations were performed on all dimers
yielding the strongest (most negative) interaction energies
as identified from the MP2/6-31G*(0.25) potential energy
surface scans. Since extrapolation techniques have been
shown to accurately estimate the stacking interactions
between the natural DNA nucleobases at the limit of large
basis sets and high levels of correlation,30 a similar approach
was used in the present study to approximate CCSD(T)/CBS
results. Specifically, the Helgaker basis set extrapolation
technique was implemented,49 which has been used previ-
ously for many different systems and has been specifically
shown to work well for T-shaped interactions in gen-
eral38,39,45,47 as well as stacking interactions between the
DNA nucleobases.29e,f,30a,b,31c,32d In our work, extrapolation
from the aug-cc-pVDZ and aug-cc-pVTZ basis sets was used
to estimate the MP2/CBS level. Previous results for hydrogen
bonded and stacked DNA and RNA nucleobases showed that
this extrapolation scheme was only improved by 2 kJ mol-1

when increased to the aug-cc-pVTZ and aug-cc-pVQZ
extrapolation,32d and calculations at the aug-cc-pVQZ were
not feasible given our current computer resources for the
size of the complexes examined in the present study. A
∆(CCSD(T)–MP2) correlation correction factor was subse-
quently evaluated using the 6-31G*(0.25) basis set and
added to the MP2/CBS binding strengths to yield estimated
CCSD(T)/CBS results. Previous work supports this extrapo-
lation approach for the correlation effects, where the
6-31G*(0.25) basis set was determined to yield a satisfac-
tory ∆(CCSD(T)–MP2) correction for the natural DNA
nucleobases due to the basis set insensitivity of this
correction.29e,f,30a,b,31c,32d

All energy calculations include basis set superposition error
(BSSE) corrections.50 All MP2 calculations were performed
using Gaussian 03,51 while CCSD(T) calculations were
completed using MOLPRO.52

3. Results and Discussion

3.1. T-Shaped Interactions. As mentioned in the Intro-
duction, one of the driving forces of the present study is to
address unanswered questions regarding the nature of T-
shaped interactions between the aromatic amino acids and
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natural versus damaged nucleobases. Our approach for
scanning the potential energy surface as a function of four
variables allows us to understand the dependence of the
interaction energy on the relative monomer orientations, and
therefore we will begin by discussing these dependencies in
the following section. Subsequently, the geometry of the
preferred T-shaped complexes for adenine and 3-methylad-
enine will be discussed and compared, and important
structural characteristics that optimize T-shaped interaction
energies will be summarized. Next, the dependence of
T-shaped interaction energies on the cationic charge intro-
duced upon nucleobase methylation will be highlighted,
where results from our MP2/6-31G*(0.25) scans will be
validated using CCSD(T) calculations extrapolated to the
complete basis set limit.

3.1.1. Dependence of T-Shaped Interactions on Mono-
mer Orientations. Since a large number of data points (up
to 900) were considered in the potential energy surface scans
for each monomer pair, we focus our discussion on major
conclusions and use select examples to illustrate our findings.
Data tables in the Supporting Information summarize the
optimal MP2/6-31G*(0.25) T-shaped interactions after
consideration of each variable (Figure 2b), and the overall
strongest (most negative) interaction energies for each dimer
after consideration of all variables are presented in Table 1.
For nucleobase edge dimers, two interaction energies are
reported in Table 1: (1) the overall strongest interaction
energy, which involves the model N-H glycosidic bond for
all dimers, and (2) the strongest interaction that does not
involve the model glycosidic bond (denoted as ‘enzymatic’).
The latter energies are also reported since the hydrogen atom
in the glycosidic bond is replaced with a sugar in DNA, and
part of our goal is to understand the magnitude of these
interactions in DNA repair enzymes. For amino acid edge
dimers, only one interaction energy is reported in Table 1
since the strongest interaction does not involve the bond
where the �-carbon and protein backbone are attached.

A direct comparison of the R1 distances (Supporting
Information) for dimers involving each amino acid or
nucleobase edge (θ, Figure 3) is not meaningful since the
definition of R1 changes depending on the type of dimer
examined. Instead, the most important conclusion from our
R1 scans is that the interaction energies are not largely
dependent upon changes in the vertical separation, which
was also previously reported for stacking interactions in the
same nucleobase–amino acid systems.19,24,25 Specifically, the
interaction energy changes by less than 1.4 kJ mol-1 when
R1 deviates from the optimum interaction orientation by 0.1
Å.

Using the optimal vertical separations, Figure 4 illustrates
the dependence of T-shaped interactions on R for HIS
complexes as a representative example. For complexes
involving a HIS edge, the dependence on R was found to
range between 2.6 kJ mol-1 (θ)1) and 8.4 kJ mol-1 (θ)B)
for (neutral) A complexes (Figure 4a) and between 2.7 kJ
mol-1 (θ)1) and 20.0 kJ mol-1 (θ)C) for (cationic) 3MeA
complexes (Figure 4b). Similarly, when an A edge interacts
with the HIS face, the largest effect of R is 20 kJ mol-1

(θ)8, Figure 4c), while the largest effect for a cationic 3MeA T
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edge is 29 kJ mol-1 (θ)4, Figure 4d). Therefore, although
the potential energy surface for rotation about R is shallow
for many dimers, the interaction energy has a larger
dependence on the angle of rotation (R) compared to the
vertical separation.

For any given θ, the dependence on the angle of rotation
(R) is due to the strength of secondary intramolecular
interactions, where the strongest interaction arises when the
acid-base interactions between monomer edge and monomer
face are maximized. To illustrate this point, Figure 5 shows
the orientations with the strongest interactions (after con-
sidering R1 and R) for HIS complexes, where the secondary
intramolecular interactions that govern the optimal R align-
ment are highlighted with dotted lines. In HIS edge com-
plexes (Figure 5a,b), the preferred orientation aligns HIS
protons toward N1 and N7 of the nucleobase, which are the
sites with the largest proton affinity.53 Alternatively, in
nucleobase (edge) complexes, the best R aligns the electron-
rich N atoms and/or the acidic N-H of HIS with strong
nucleobase proton donors and/or acceptors, respectively. In
all cases, the strongest interaction also occurs for the R that
best directs the monomer edge across the entire π-system
of the monomer face and thereby maximizes monomer
overlap.

Although the interaction energies change with the angle
of rotation (R) by up to 29 kJ mol-1, the interaction energy

has a larger dependence on θ. This can be seen in Figure 4
since the separation between lines (dependence on θ) is larger

Figure 4. Interaction energy between HIS and (a) adenine (face), (b) 3-methyladenine (face), (c) adenine (edge), and (d)
3-methyladenine (edge) as a function of the angle of rotation (R) for different edges (θ) (see Figure 2b and Figure 3 for variable
and edge definitions, respectively).

Figure 5. HIS T-shaped dimers with (a) adenine (face), (b)
3-methyladenine (face), (c) adenine (edge involving the model
glycosidic bond), (d) 3-methyladenine (edge involving the
model glycosidic bond), (e) adenine (‘enzymatic’ edge, not
involving model glycosidic bond), and (f) 3-methyladenine
(‘enzymatic’ edge, not involving model glycosidic bond) for
optimal θ after considering R1 and R.
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than variations within a line (dependence on R). Figures 6
and 7 report the strongest (most negative) interaction energy
(after considering R1 and R) for each θ in adenine and
3-methyladenine complexes, respectively. The range in the
interaction energy as a function of θ falls between 3.3 and
55.5 kJ mol-1 for each monomer. This large effect is partially
due to variations in the properties of the monomer edges.
The dependence of the interaction energy on θ will be
discussed in greater detail in the following section.

Since we are in part searching the potential energy surface
to determine the strongest interaction, the edges with the
optimal interactions after consideration of R1, R, and θ
(highlighted in Figures 6 and 7 with orange) were subse-
quently examined by varying the R2 horizontal displacement.
We find that the horizontal displacement generally does not
strengthen the T-shaped interactions by a considerable
amount, and performing R2 shifts does not change the
preferred θ edge. These results justify our decision to
consider R2 effects on only select θ for each complex. More
specifically, for the 64 complexes considered, most of the
interaction energies increase (become more negative) by less
than 1 kJ mol-1 and only 22 increase by 2-13 kJ mol-1.
Furthermore, the R2 shifts that yield the strongest interaction
energies are very small, where only 13 structures involve
an R2 shift greater than 1.0 Å in any direction.

Figure 8 shows how the potential energy surface changes
with R2 for HIS complexes. The lowest (most negative)
energy region (yellow) is typically centered on or close to
the center of mass (purple circles). The preference for small
R2 shifts and the resulting small strengthening in the
T-shaped interaction energy arise since θ and R already

optimize secondary intramolecular interactions that lead to
the strongest T-shaped interactions in most dimers. In cases
where the R2 shift is larger (1.0 Å), the shift better optimizes
these interactions. For example, in the HIS(edge):3MeA(face)
complex (Figure 8b), the R2 shift moves the HIS lone pair
across the face of 3-methyladenine toward the atom with
the largest positive charge (C4). Similarly, for both the A or
3MeA(edge):HIS(face) dimer (Figure 8c,d,f), the R2 shift
moves acidic nucleobase bonds toward the basic N atom of
the HIS ring.

In summary, among the four geometrical variables con-
sidered, the T-shaped interactions are most dependent on the
monomer edge (θ). Therefore, this key structural feature will
be discussed in more detail in the following section.

3.1.2. Dependence of Optimal T-Shaped Structure on
Nucleobase Methylation. The first important conclusion about
the geometries of T-shaped complexes is that, regardless of
the nucleobase methylation (charged) state, a stronger
interaction is generally observed for dimers with the mono-
mer edge bridging the π-system (θ ) letter) compared to
edges involving a single atom (θ ) number) due to greater
overlap. Although early studies on the benzene dimer have also
identified bridged structures to be the most stable T-shaped
orientations,26a the majority of recent studies on T-shaped
complexes have only considered interactions that involve a
particular atom directed at the aromatic π-system.34,38,46In cases
where bridged structures involving small molecules directed
toward an aromatic ring are considered,45 only select

Figure 6. The strongest interactions for each θ in adenine
(face)–amino acid (edge) (left) and adenine (edge)–amino acid
(face) (right) dimers after considering R1 and R. Edges
highlighted in orange were considered for R2 shifts.

Figure 7. The strongest interactions for each θ in 3-methy-
ladenine (face)–amino acid (edge) (left) and 3-methyladenine
(edge)–amino acid (face) (right) dimers after considering R1

and R. Edges highlighted in orange were considered for R2

shifts.
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combinations of molecules are examined, and no systematic
investigation has been done. Furthermore, studies of T-
shaped interactions involving amino acids have not consid-
ered bridged structures.34 Our results clearly indicate that to
identify global minima, and fully understand these interac-
tions, the bridged structures must be examined.

The second important conclusion regarding the T-shaped
structures is that the favored bridged orientation depends on
both the properties of the monomer edge and the monomer
face. For dimers with an amino acid edge interacting with
the face of A, Figure 6 reveals that the most acidic (or
positive) edge of the amino acid prefers to be directed toward
the electron-rich face of adenine. For example, in the HIS
edge complex, the optimal structure directs the acidic N-H
bond and a C-H bond toward adenine (θ)B). This is
consistent with T-shaped structures reported by Tsuzuki et
al. for benzene–pyridine complexes.47 Similarly, TYR bridges
an acidic O-H bond and a C-H bond (θ)A) about the
center of mass of adenine. This result is consistent with the
preferred structure of the freely optimized phenol–benzene
T-shaped dimer,26m which also validates our potential energy
surface scans.

For dimers with an amino acid edge interacting with the
face of 3MeA, we find that the most basic (or negative) edge
of the amino acid prefers to be directed toward the cationic
nucleobase. The best example is the HIS complex, where
directing the HIS lone pair toward the cationic face (θ)3)
results in the largest (most negative) interaction energy
(-61.6 kJ mol-1). Alternatively, when an acidic edge of HIS
(θ)1) is directed toward 3MeA, the interaction is extremely
repulsive (+13.8 kJ mol-1). This is opposite to the trend
discussed for adenine, where the θ)1 acidic edge leads to a
stronger interaction (-18.4 kJ mol-1) than the θ)3 basic
edge (-8.8 kJ mol-1). Indeed, the optimal orientation for
HIS edge interacting with adenine (θ)B) leads to a very
small interaction with 3-methyladenine (-0.3 kJ mol-1).
Similarly, for the TYR edge, the most stable complexes
involve the hydroxyl lone pair directed toward 3MeA (θ)F)
but the acidic hydroxyl hydrogen directed toward A (θ)A).
These results show that the cationic charge of the damaged
nucleobase dictates the relative orientation of the amino acid
and base and therefore plays a large role in the nature of
T-shaped interactions.

Figure 8. Interaction energy (kJ mol-1) as a function of R2 shift for optimal R1, R and θ orientations of HIS T-shaped dimers
with (a) adenine (face), (b) 3-methyladenine (face), (c) adenine (edge involving model glycosidic bond), (d) 3-methyladenine
(edge involving model glycosidic bond), (e) adenine (‘enzymatic’ edge, not involving model glycosidic bond), and (f)
3-methyladenine (‘enzymatic’ edge, not involving model glycosidic bond). Purple circles indicate the origin (center of mass) and
purple squares indicate the point with the strongest interaction.
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Due to the differences in charge between adenine and
3-methyladenine, it is not surprising that the interaction
energies have a different dependence on the amino acid edge.
Indeed, the strongest interactions for adenine face dimers
increase as PHE < TYR < HIS < TRP, which is due to the
relative dipole moments and size of the π-system of the
various aromatic amino acids, while the strengths of dimers
involving 3-methyladenine face increase as PHE < TRP <
TYR < HIS, which is due to the increasing basicity of the
amino acid. Since the favored monomer orientation in
nucleobase face dimers depends on the relative acidity and
basicity of the amino acid edge, a larger amino acid dipole
moment causes a larger variation in the interaction energies
as a function of θ,54 which suggests that electrostatics play
a very important role in these T-shaped contacts.

For complexes involving adenine or 3-methyladenine
edges, the optimal interaction occurs with the most acidic
edge of the nucleobase, the model glycosidic bond (θ)4
(adenine and 3MeA(edge):HIS(face) dimer) or θ)D (3-
methyladenine)), directed toward the electron-rich amino acid
face. Our observations for 3-methyladenine edge dimers are
consistent with previous research on the benzene (face)–
pyridinium cation (edge) interactions,47 where the strongest
T-shaped complex directs the N-H bond of pyridinium
toward the π-system of benzene.55 For the ‘enzymatic’
interactions, the strongest binding occurs between the amino
group of A (θ)8) and the amino acid π-system. Although
the amino group of 3MeA (θ)G) interacts with PHE in the
most stable complex, two C-H · · ·π interactions (θ)B) yield
the strongest binding with the remaining amino acid faces.
Due to the similarity in the structures of adenine and
3-methyladenine edges, the optimal interactions for amino
acid face dimers increase with the dipole moments as well
as the size of the π-system of the aromatic amino acids (PHE
< TYR < HIS < TRP) in the ‘strongest’ and ‘enzymatic’
complexes for both nucleobases.

3.1.3. Dependence of T-Shaped Interaction Energies on
Nucleobase Methylation. The discussion in the previous
section reveals that the optimal T-shaped structures of dimers
involving an amino acid edge are highly dependent upon
the nature of the nucleobase. These differences in key
structural features have large implications for the relative
strengths of nucleobase–amino acid dimers. Indeed, adenine
interactions range between -14 and -35 kJ mol-1, while
3-methyladenine interactions are even larger, ranging be-
tween -17 and -72 kJ mol-1.

To further examine the magnitude of the nucleobase–
amino acid T-shaped interactions and validate our MP2/
6-31G*(0.25) results, the T-shaped interactions for struc-
tures with the strongest (most negative) interactions as found
in the MP2/6-31G*(0.25) potential energy surface scans
were estimated at the CCSD(T)/CBS limit. Table 1 displays
the CCSD(T)/CBS estimates as well as the binding strengths
calculated at all levels of theory required to perform the
extrapolation.

Previous studies on stacking interactions show that MP2
binding strengths increase with the basis set size,26,27 and
we see the same trend for T-shaped interactions. Thus, in
comparison to 6-31G*(0.25), MP2/CBS leads to a 8-32%

increase in the T-shaped interaction energies for adenine and
3-30% for 3-methyladenine. Nevertheless, MP2 is known
to overestimate the stacking interaction energies of the natural
nucleobases,29e,f,30a,b,31c,32d and MP2/6-31G*(0.25) over-
estimates the CCSD(T)/6-31G*(0.25) correlation energy of
the T-shaped interactions examined in this study by 1-8 kJ
mol-1. However, CCSD(T)/CBS and MP2/6-31G*(0.25)
results deviate by only 0-2 kJ mol-1 for all T-shaped dimers.
Therefore, the MP2/6-31G*(0.25) calculations account for
91-105% of the CCSD(T)/CBS T-shaped interaction ener-
gies. This is an even better agreement between MP2/
6-31G*(0.25) and CCSD(T)/CBS T-shaped energies than
previously reported for the stacking interactions between the
natural nucleobases, where only 80% of the correct stacking
interaction is recovered at the MP2/6-31G*(0.25) level.29

This justifies our choice of MP2/6-31G*(0.25) for the
potential energy surface scans as a balance between cost and
accuracy. Furthermore, our MP2/6-31G*(0.25) results are
reliable for understanding the relative magnitude and im-
portance of a wide range of nucleobase–amino acid interac-
tions that do not necessarily correspond to global minima
but may be imposed in biological systems.

For adenine complexes, the strongest CCSD(T)/CBS
amino acid edge interactions range between -15 and -23
kJ mol-1. When the edges of adenine are considered, the
strongest T-shaped interactions range between -26 and -35
kJ mol-1, while the ‘enzymatic’ interactions range between
-17 and -24 kJ mol-1. Most importantly, the magnitude
of the T-shaped interactions between adenine and the amino
acids are up to -35 kJ mol-1, which is much larger than
anticipated.

As mentioned for the MP2/6-31G*(0.25) results, methy-
lation has a large effect on T-shaped interactions at the
CCSD(T)/CBS level. Specifically, the strongest CCSD(T)/
CBS amino acid edge interactions with 3-methyladenine
range between -17 and -62 kJ mol-1. Any given amino
acid edge complex increases in strength by 17-176% upon
methylation of adenine at N3. The largest methylation effect
occurs for TYR and HIS complexes (57% and 176%,
respectively) due to a strong interaction between an amino
acid lone pair and the 3-methyladenine face. Indeed, the HIS
lone pair–π(cation) interaction is the strongest T-shaped
interaction involving HIS and is consistent with a previously
published pyridinium (edge)–benzene (face) interaction
(-61.7 kJ mol-1), which was described as a hydrogen bond
since the interaction energy is stronger than that of the
stacked structure and the origin of the attraction is mainly
electrostatic.47 The magnitude of this HIS lone pair–π(cation)
interaction is also consistent with the magnitude of similar
interactions calculated by Egli et al. for various biological
systems.56

The strongest (most negative) CCSD(T)/CBS T-shaped
interactions involving a 3-methyladenine edge range between
-45 and -70 kJ mol-1, while the ‘enzymatic’ interactions
range between -35 and -54 kJ mol-1. Although there are
not large changes in the preferred nucleobase orientation
upon methylation as discussed for amino acid edge dimers,
the cationic charge increases the acidity of the nucleobase
bonds interacting with the amino acid face, which results in
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stronger interaction energies. Indeed, the effect of methyla-
tion in these complexes corresponds to a 63-125% increase,
which is larger than discussed for amino acid edge com-
plexes. Thus, although the adenine interactions are strong,
methylation has a large effect on the T-shaped interactions.

3.2. Comparison of the Magnitude of T-Shaped and
Stacking Interactions between Adenine or 3-Methyl-
adenine and the Aromatic Amino Acids. Due to the
remarkable magnitude of T-shaped interactions between the
amino acids and natural or damaged nucleobases, a direct
comparison of these interactions to the previously calculated
stacking interactions between the same molecules is neces-
sary to understand their relative impact on biological
processes. However, we must first extrapolate the previously
reported MP2/6-31G*(0.25) stacking energies24,25 to the
CCSD(T)/CBS level of theory, where the extrapolated
binding strengths and results from all intermediate calcula-
tions are provided in Table 1. We find that MP2/6-31G*(0.25)
generally overestimates the stacking interaction energy by
0.5-6 kJ mol-1 (or up to 10%) when compared to CCSD(T)/
CBS, where only 2 dimers decrease in strength by 0.1 and
0.5 kJ mol-1. Therefore, MP2/6-31G*(0.25) is useful for
scanning the potential energy surfaces of stacked complexes
between the amino acids and natural or damaged nucleo-
bases. However, the ∆(CCSD(T)-MP2) difference is larger
for stacking (0-6 kJ mol-1) than T-shaped (0-2 kJ mol-1)
interactions. Furthermore, CCSD(T)/CBS strengthens the
T-shaped interactions (by up to 5%) and weakens the
stacking (by up to 10%). These differences indicate that
the strength of the stacking and T-shaped interactions are
even more similar at the CCSD(T)/CBS level of theory
compared with MP2/6-31G*(0.25), and therefore it is crucial
to compare the T-shaped and stacking interactions of
nucleobase–amino acid dimers at the CCSD(T)/CBS level.

CCSD(T)/CBS interaction energies for adenine show that
the largest (most negative) T-shaped interactions are gener-
ally stronger than stacking interactions by 1.4 (TRP) - 3.5
(HIS) kJ mol-1. In the case of TYR, the stacking interaction
is only slightly larger (more negative by 1.7 kJ mol-1) than
the strongest T-shaped interaction. Furthermore, adenine
‘enzymatic’ interactions are only 21% (HIS) - 34% (TYR)
weaker than stacking interactions. Similarly, adenine face
T-shaped interactions are 25% (HIS) - 35% (PHE) smaller
than the stacking interactions. These results emphasize that
T-shaped interactions between the aromatic amino acids
and the natural nucleobases are equivalent in magnitude or
only slightly weaker than stacking interactions.

As discussed for adenine, the strongest 3-methyladenine
T-shaped interactions are larger (more negative) than stacking
interactions by 1.4 (PHE) - 5.0 (HIS) kJ mol-1. ‘Enzymatic’
interactions involving a 3MeA edge are slightly weaker than
stacking interactions, where the largest decrease is 20% (for
PHE and TYR). Since 3-methyladenine amino acid edge
interactions are weaker than the corresponding nucleobase
edge interactions, they are also weaker than the correspond-
ing stacking interactions (by up to 60% for PHE). However,
the HIS edge interaction in the HIS:3MeA complex is 12 kJ
mol-1 stronger than the corresponding stacking interaction.
The implications and general importance of the relative

magnitude of T-shaped and stacking interactions will be
discussed in the following section.

3.3. Summary and Importance of Protein–DNA Non-
covalent Interactions. By systematically examining the
potential energy surfaces for protein–DNA noncovalent
stacking and T-shaped interactions at very high levels of
theory, we have found that although T-shaped interactions
are often believed to be weak and relatively insignificant,
these interactions can be very close in magnitude to π-stack-
ing interactions between the same monomers. This statement
is further justified by surveys of the protein data bank. For
example, Rooman et al. identified several different HIS:A
contacts in a range of X-ray crystal structures, and ap-
proximately 40% of these correspond to T-shaped arrange-
ments.34 Furthermore, although only two crystal structures of
DNA repair enzymes that remove alkylated nucleobases are
available with bound substrates, both crystal structures show a
range of active site stacking and T-shaped interactions.14,15

Both stacking and T-shaped interactions are close in
magnitude to biologically relevant hydrogen bonds. Indeed,
lone pair–π interactions involving a positively charged
nucleobase can exceed the strength of a single hydrogen
bond, which has been noted previously for a range of
biological systems.56 For example, the adenine-thymine
Watson-Crick hydrogen-bond strength, which involves at
least two strong hydrogen bonds, is estimated to be -70 kJ
mol-1 at the CCSD(T)/CBS level.32d Even T-shaped struc-
tures that do not correspond to the strongest interaction for
a given amino acid–nucleobase dimer can be quite strong,
and these structures may sometimes be more relevant to
biological processes where dynamics or geometrical con-
straints prohibit optimal monomer orientations. Thus, our
results indicate that the T-shaped interactions between
nucleobases and aromatic amino acids can provide stability
to many different enzymatic systems, including those in-
volved in DNA transcription, replication, and repair, and
these interactions cannot be ignored when studying biological
processes.

In addition to gaining a better understanding of the
magnitude of T-shaped interactions, our study reveals how
the relative monomer orientation governs these interactions
and thereby leads to extremely attractive forces. Specifically,
we find that the strongest interactions between neutral
monomers occur when the most acidic bond is directed
toward the electron-rich π-system, while the strongest
interactions for cationic monomers occur when a basic
monomer edge is directed toward the positively charged
π-system. These results, in conjunction with crystallographic
data, can help clarify the interactions observed in the active
sites of enzymes. Since we are ultimately interested in the
role of noncovalent interactions in the DNA repair process
facilitated by DNA glycosylases, we will illustrate this point
by considering the active site of AAG.15 Specifically, the
protonation state of an active site HIS is not clear from
crystallographic data, and our study suggests that the
preferred HIS edge interaction will direct the lone pair of
the basic N atom in HIS toward the cationic damaged
nucleobase. Furthermore, our calculations indicate that this
orientation is less favorable for the undamaged base and
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therefore may help the enzyme differentiate between dam-
aged and natural bases. Similarly, our calculations suggest
that the hydroxyl group hydrogen of a TYR in the AAG
active site is directed away from the face of the damaged
nucleobase to maximize a lone pair–π interaction.15 Thus,
our calculations provide clues about how DNA repair
enzymes can use T-shaped interactions to govern their
activity by, for example, selectively removing cationic
damaged nucleobases. These examples confirm the hypoth-
esis of Egli et al. that lone pair–π interactions in particular
may serve as a reporter of unusual protonation states of
nucleobases56 and also suggest that other T-shaped interac-
tions involving cationic nucleobases can behave in a similar
way.

Our calculations show that both stacking and T-shaped
interactions are dependent on the amino acid. We previously
reported that the stacking interactions of adenine and
3-methyladenine increase with the dipole moment of the
amino acid, which induces an electrostatic interaction and
suggests the importance of long-range dispersion interac-
tions.19,24,25 Similarly, this study reveals that T-shaped
adenine and 3-methyladenine dimers also have strong
electrostatic interactions. Therefore, PHE was found to have
the weakest stacking and T-shaped interactions among all
amino acids. Furthermore, whether a stacking or T-shaped
interaction is favored depends on the amino acid. Therefore,
we can speculate about the most beneficial interactions in,
for example, the active sites of DNA glycosylases for
substrate identification. Specifically, we can compare the
magnitude of stacking, amino acid edge, and nucleobase
‘enzymatic’ edge interactions. Our calculations suggest that
stacking interactions will be slightly more favorable in the
case of PHE, TRP, and TYR, while T-shaped interactions
with the HIS edge are stronger than the corresponding
stacking interactions. Based on these global conclusions, it
is interesting to note that close examination of the crystal
structure of AlkA14 with neutral hypoxanthine bound in the
active site reveals that TRP and TYR are stacked with the
substrate. Furthermore, the crystal structure of AAG15 shows
the substrate held in the active site by a T-shaped interaction
with the HIS edge and stacking interactions with TYR, as
well as T-shaped interactions with the TYR edge (which our
calculations predict are only slightly weaker than the TYR
stacking interactions).

One of the main goals of our study was to understand the
effects of methylation on the stacking and T-shaped interac-
tions. We find that stacking interactions increase by 60-115%
upon methylation, while T-shaped interactions increase by
17-176% for amino acid edge dimers and 84-125% for
nucleobase edge dimers. Indeed, since the differences
between T-shaped and stacking interactions are generally
small, our results suggest that alkylation has a greater effect
on the interaction energies than the type of noncovalent
interaction occurring between the substrate and active site
residues or the amino acid involved. This general conclusion
is especially true for nucleobase edge and stacking interac-
tions. Although the strength of amino acid edge interactions
is more dependent on the amino acid, the nucleobase face
alkylation state still drastically affects the interaction energy.

Thus, this paper shows that both the geometry and the
magnitude of these noncovalent interactions are greatly
affected by nucleobase alkylation. Therefore, our work
suggests that alkylation must play a key role in dictating the
active site interactions used by DNA repair enzymes for
substrate recognition and binding and validates the range of
amino acids found in the active sites of these enzymes.

4. Conclusions

T-shaped interactions between all aromatic amino acids and
adenine or 3-methyladenine were systematically investigated
to gain information about the geometric constraints that
govern these interactions as well as their magnitude. To our
knowledge, this work represents the most detailed study of
T-shaped interactions between two different aromatic sys-
tems. Our study reveals that T-shaped interactions are highly
dependent on the nature of the monomer edge, where the
strongest T-shaped interaction generally occurs when the
monomer edge bridges the π-system using two atoms rather
than directing a single atom at the aromatic system. This
result is crucial for future studies that wish to determine the
global minimum for T-shaped monomer orientations, where
the majority of past studies neglect these orientations.
Furthermore, the favored monomer edge depends on the
properties of the monomer face, where the most acidic edge
is directed toward the (neutral) π-systems of adenine and
the amino acids, while the most basic edge is directed toward
(cationic) 3-methyladenine. Thus, the methylation state
governs the preferred orientation of the amino acid and base,
which provides clues about interactions within the active sites
of enzymes that repair DNA alkylation damage and reveals
ways to identify the alkylation (or protonation) state of
nucleobases in DNA-protein systems.

The most significant result of the present work revolves
around the magnitude of T-shaped interactions. After ex-
trapolation to the highest level of theory possible for these
systems, we find that T-shaped interactions involving adenine
are up to -35 kJ mol-1, which is comparable to the strength
of stacking interactions between the corresponding monomers
and also comparable to biologically relevant hydrogen bonds
evaluated at the same high level of theory. Furthermore,
T-shaped interactions involving 3-methyladenine are up to
-70 kJ mol-1, which is also similar to the stacking
interactions between the corresponding monomers but much
larger than the corresponding adenine interactions (up to
176% increase upon methylation).

To the best of our knowledge, this is the first study to
compare noncovalent stacking and T-shaped interactions of
biological systems at the CCSD(T)/CBS level with an
extensive potential energy search, where our results empha-
size the importance of comparing these interactions at the
highest level of theory possible. Due to the magnitude of
these interactions, our calculations suggest that it is crucial
to examine T-shaped interactions to understand biological
processes, where we have specifically applied our findings
to better understand DNA repair enzymes. Future work must
consider environmental effects on our findings as well as a
greater range of natural and damaged nucleobases.
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Abstract: Pulsed electron double resonance (PELDOR) experiments on oligonucleotides provide
a distance ruler that allows the measurement of nanometer distances accurately. The technique
requires attachment of nitroxide spin labels to the nucleotides, which may possibly perturb its
conformation. To study to what extent nitroxide spin labels may affect RNA structure, all-atom
molecular dynamics simulations in explicit solvent are performed for six double-labeled RNA
duplexes. A new parametrization of the force field for the nitroxide spin label is developed, which
leads to intramolecular distances that are in good agreement with experimental results.
Comparison of the results for spin-labeled and unlabeled RNA reveals that the conformational
effect of the spin label depends significantly on whether the spin label is attached to the major
or the minor groove of RNA. While major-groove spin labeling may to some extent affect the
conformation of nearby base pairs, minor-groove spin labeling has the advantage of mostly
preserving the RNA conformation.

Introduction

Nucleic acid conformations have been extensively studied
since the discovery of central dogma in biochemistry.1,2 As
one of the key molecules in biological processes, RNA has
gained major interest in its structure and folding, especially
after the discovery of gene regulation function in RNA
interference.3 Together with an increasing number of resolved
structures, this may facilitate the use of RNA as a potential
target in drug design.4

As crystallography may only partly represent the structures
and dynamics in the cellular environment, alternative spec-
troscopic methods like electron paramagnetic resonance
(EPR),5 nuclear paramagnetic resonance (NMR),6 and fluo-
rescence resonance energy transfer (FRET)7 can provide
complementary information on structures in solution that
resemble biological conditions. EPR spectroscopy has been
an effective method for structural characterization of RNA.8-10

In particular, pulsed electron double resonance (PELDOR)

can measure intramolecular distances ranging from 14 to 50
Å with 1 Å precision.11,12 To be detectable by EPR, labels
such as nitroxide spin labels (see Figure 1) need to be
attached to RNA.13 Various approaches to spin labeling of
nucleotides have been proposed.8,12,14-16 Site-directed spin
label attachment to the 2′-sugar position of nucleic acids have
been found to lead to relatively broad distance distributions.8

Using a flexible CsS linkage attached to backbone phos-
phorothioate allows easy and fast synthesis. A simulation
study of spin-labeled DNA duplexes with a flexible CsS
linkage demonstrated that such spin labels exert little
perturbation to the structure of attached DNA,16 but the
flexible linkage might influence the result of nanometer ruler

* Corresponding author e-mail: ygmu@ntu.edu.sg (Y.M.) and
stock@theochem.uni-frankfurt.de (G.S.).

† Nanyang Technological University.
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Figure 1. Structure and atom labeling of nitroxide spin label
group.
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measurement.15 Recently, a new labeling method via a rigid
R-CtC-C linkage at the nucleic acid base has been
proposed, which facilitates accurate PELDOR measurements
of distances between two labels in a range of 19-53 Å.12,14

For example, distance measurements in various RNA du-
plexes have facilitated the discrimination of A- and B-form
conformation.14However, it is not yet clear to what extent
the rigid linker at the nucleic acid base will influence the
structural and dynamical properties of the RNA attached.

To fully assess the potential of this spin labeling method
and the associated PELDOR measurements, the conforma-
tional flexibility of the labels and their influence on RNA
structure need to be investigated. To this end, we perform
all-atom molecular dynamics (MD) simulations in explicit
solvent for six double-labeled RNA duplexes. Due to
improved nucleic acid force fields and appropriate description
of the electrostatic, MD studies have emerged as a versatile
tool to study the structure and dynamics of RNA systems in
atomistic detail.17-25 A new parametrization of force field
for the nitroxide spin label is developed, which represents
an improvement of our previous work.12 We show that the
new model leads to intramolecular RNA distances that are
in good agreement with existing experimental results.
Comparison of the results for spin-labeled and unlabeled
RNA reveals that the conformational effect of the spin label
depends significantly on whether the spin label is attached
to the major or the minor groove of RNA. While major-
groove spin labeling may affect the conformation of nearby
base pairs, minor-groove spin labeling has the advantage of
mostly preserving the RNA conformation.

Methods

1. RNA Systems. Following the experimental investiga-
tions,14 we studied six duplex RNAs (RNA1 to RNA6) of
various lengths and sequences, see Table 1. We considered
two types of spin labels, which differ in their position relative
to RNA. Spin labels attached at the C5 position of pyrimidine
bases are located in the major groove of RNA. This concerns
spin labels at uracil bases in spin-labeled (sl) RNA1-RNA3
and of cytosine bases in slRNA5. On the other hand, spin
labels attached to purine bases at the C2 position are located
in the minor groove of RNA. This is the case for the spin
labels on adenine bases in slRNA4. Finally, we considered
a mixed case, slRNA6, which contains a labeled adenine
located in the minor groove and a labeled uracil in the major
groove. To compare the behavior of labeled and unlabeled
RNA, we also studied unlabeled control RNA1 and RNA4,
referred to as cRNA1 and cRNA4.

2. Force Field. In all simulations, the GROMACS (ver-
sion 3.3) software package26 combined with the Amber98
force field27 was used. For slRNA1 and slRNA4 an additional
50 ns simulations were performed, using the recent Amber
parametrization parmbsc028 which avoids artificial transitions
along the backbone torsion angles R and γ.29,30 However,
the average structural properties such as the A-form percent-
age obtained for both force fields were quite similar. This
indicates that our general results concerning the perturbation
of RNA conformation by spin labels does not depend on
the nucleic acid force field.

The force field parameters for the nitroxide spin label
(Figure 1) were obtained via Hartree-Fock (HF) calculations
with 6-31G* basis set using Gaussian03 program.31 Adopt-
ing AMBER force field parametrization philosophy,32 all
parameters of the bonded interactions of the spin label were
generated, see Table 2. Partial charges were derived from
the HF/6-31G* calculations and fitted with the RESP
algorithm using the R.E.D program.33 Standard AMBER
force field parameters were assumed for the remaining
nonbonded interactions. The resulting force field parameters
for the nitroxide spin label represent an improvement over
our previous simpler parametrization,12 which assumed a
rigid artificial long bond between C1 and C4 (Figure 1).
When applied to reproduce the quantitative orientation and
distance distribution of model biradicals,34 the previous force
field was found to behave too rigidly because of these
simplifications. The new parameters are largely consistent
with the parametrization recently published by Darian and
Gannett.35 However, two bond angles on the five-member
ring, C5-C4-C7 and C4-C7-C6 (in their nomenclature
C3-C4-C5 and C1-C5-C4), are different. Our values are
112.3° and 112.9° and their values are both 120°, resulting
in a sum of the five ring bond angles of 539.9° (our model)
and 553.82° (their model). So our model better describes
the planar nature of the ring.

3. MD Simulation Details. All RNA systems considered
(labeled slRNA1-slRNA6 as well as unlabeled cRNA1 and
cRNA4) were solvated in a rectangular box of TIP3P water,36

keeping a minimum distance of 10 Å between the solute
and each face of the box. Sodium counterions were added
to neutralize the system, and water molecules overlapping
with ions were removed. The numbers of total atoms in the
simulation box are 25151, 21557, 31937, 22236, 32823,
32237 for slRNA1-slRNA6, respectively. The equation of
motion was integrated by using a leapfrog algorithm37 with
a time step of 2 fs. Covalent bond lengths involving hydrogen
atoms were constrained by the procedure SHAKE38 with a
relative geometric tolerance of 0.0001. We used a particle-
mesh Ewald treatment for the long-range electrostatics.39 The
pair list of nonbonded interaction was updated every 10 fs.
The solute and solvent were separately weakly coupled to
external temperature baths at 300 K.40 The temperature
coupling constant was 0.5 ps. The total system was weakly
coupled to an external pressure bath at 1 atm using a coupling
constant of 5 ps.

Starting from canonical A-form, all RNAs were minimized
in Vacuo for 1000 steps to relax the initial structural
constrains. After minimization, the RNAs were solvated in

Table 1. Sequences of slRNA and cRNAa

RNA sequence RNA sequence

1 5′GCUGAUAUCAGC 4 5′GCUGUAUACAGC
3′CGACUAUAGUCG 3′CGACAUAUGUCG

2 5′GACUGAUCAGUC 5 5′CGUGUAUGCAUACACG
3′CUGACUAGUCAG 3′GCACAUACGUAUGUGC

3 5′CGACUGAUAUCAGUCG 6 5′CGCUACAUAGUGAGCG
3′GCUGACUAUAGUCAGC 3′GCGAUGUAUCACUCGC

a Spin-labeled nucleotides are underlined. cRNA 1 and 4 are
exactly the same sequence as spin-labeled RNA 1 and 4,
respectively, but without spin label.
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TIP3P water, and a 100 ps simulation of water molecules
and counterions was performed with fixed solute, followed
by a 100 ps NPT run without constraining the solute.
Subsequently, the simulation was continued for 50 ns at
constant temperature (300 K) and pressure (1 atm), whereby
the coordinates were saved every 0.1 ps for analysis.

4. Analysis of Trajectories. Root mean squared devia-
tions (rmsd) of all RNAs were calculated with respect to
initially perfect A-form configuration. Internitroxide distances
were measured as the distance between the nitrogen atoms
of the two spin labels. Interbase distances were measured as
the distance between carbon atoms of the base to which the
spin labels were attached (C5 on purine, C2 on pyrimidine).
The A-form of RNA is characterized by the quantity Zp,
representing the mean z-coordinate of the backbone phos-
phorus atoms (with respect to individual dimer reference
frames) that are greater than 1.5 Å for A-type and less than
0.5 Å for B-form steps.41 Major and minor groove widths
were defined from the distance between two phosphate atoms
on the RNA backbone, with phosphate atom radius in-
cluded.41 Helical parameters as well as base pair conforma-
tions (classified as A, B, and TA-form) were calculated using
the programs X3DNA42 and CURVES 5.0.43 Structural
snapshots were selected every 5 ps for clustering. The
clustering algorithm44 was based on pairwise RMSDs with

a cutoff of 2 Å for all atoms. The structural snapshot at the
center of each cluster was taken as its representative structure.

Results and Discussion

1. Intramolecular Distances. Distance calculations from
previous MD simulations of RNA using an earlier version
of the spin label force field were in good agreement with
experimental PELDOR distances.14 To get a first impression
on the quality of the new force field, we therefore again
compare calculated and experimental internitroxide distances
for all spin-labeled RNAs. As shown in Table 3, we find
good overall agreement of theory and experiment, with
somewhat better results for slRNAs 2, 3, and 4 than obtained
by the previously used model. Although the main reason for
the reparameterization of the spin label force field was a
better description of the spin label dynamics,34 it is neverthe-
less reassuring that the new force field also yields a somewhat
improved description of the overall structure.

For the interpretation of PELDOR experiments, it is
interesting to know to what extent the internitroxide distances
of the spin labels monitor the corresponding interbase
distances in the RNA (see Methods for definitions). Figure
2 shows the time evolution of both quantities for all spin-
labeled RNAs. As a consequence of the relative orientation
of the two spin labels, the absolute values of internitroxide

Table 2. Force Field Parameters for Spin Label

atoms C1 C2 C3 C4 C5 C6 C7 N8 O9

charges(e) -0.0710 -0.1787 -0.0443 -0.0202 0.2853 0.2312 -0.2147 0.1769 -0.4037
type C2 CZ CZ CM CT CT CM NA O
atoms HC7 C10 H1C10 C11 H1C11 C12 H1C12 C13 H1C13
charges(e) 0.1702 -0.2023 0.0592 -0.2023 0.0592 -0.2948 0.0876 -0.2948 0.0876
type H5 CT HT CT HT CT HT CT HT
bonds C1-C2 C2-C3 C3-C4 C4-C5 C5-N8 N8-O9 C6-N8 C6-C7 C4-C7
lbond (nm) 0.144 0.12 0.144 0.15 0.146 0.125 0.146 0.15 0.1318
kbond(kJ/nm2) 251040 292880 251040 265265 355682 241000 355681 224262 265265
bonds C5-C10 C5-C11 C6-C12 C6-C13 C10-H1C10
lbond (nm) 0.153 0.153 0.153 0.153 0.108
kbond(kJ/nm2) 251040 251040 251040 251040 307106

angles C1-C2-C3 C2-C3-C4 C3-C4-C5 C3-C4-C7 C4-C5-N8
C5-N8-

O9
C5-N8-

C6
C6-N8-

O9
N8-C6-

C7
C6-C7-

C4

Α0(degree) 180 180 120 120 99.4 122.1 115.7 122.2 99.6 112.9
Kangle(kJ/mol rad2) 556 556 644 644 544 503 563 503 527 527
angles N8-C5-C10 C10-C5-C11 C6-C7-HC7 C4-C7-HC7 C7-C4-C5
Α0(degree) 110.4 110.7 122.1 125.0 112.3
Kangle(kJ/mol rad2) 560 560 780 790 545

Table 3. Molecular Dynamics Characterization of Spin-Labeled RNAs

slRNA 1 2 3 4 5 6

<dSL>PELDOR [Å] 19.3 ( 1.2 33.7 ( 3.9 38.7 ( 1.3 21.9 ( 0.8 33.6 ( 1.6 26.9 ( 1.3
<dSL>MD [Å] 17.2 ( 1.8 31.3 ( 1.8 36.4 ( 2.2 22.8 ( 0.7 34.3 ( 1.8 24.6 ( 2.4
<dB> [Å] 10.8 ( 0.6 28.1 ( 1.3 32.3 ( 1.7 12.4 ( 0.5 28.3 ( 0.9 23.4 ( 1.2
correlation 0.6 0.6 0.5 0.6 0.7 0.7
rmsd [Å] 2.8 1.9 2.6 2.6 2.6 3.4
A-form [%] 78.1 60.1 58.1 73.0 75.3 80.9
populations[%] 55/24/8 59/14/11 77/7/6 97/1/1 89/5/2 70/10/7

Listed are the internitroxide distances of the spin labels obtained from PELDOR experiments (<dSL>PELDOR)14 and MD calculations
(<dSL>MD) and the corresponding interbase distances <dB>, the correlation coefficient between <dSL>MD) and <dB>, the mean RMSD with
respect to ideal A-form, the percentage of A-form conformation, the number of clusters, and the population probability of the two most
populated clusters.
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and interbase distances may differ significantly. In particular,
that is the case for slRNA4 which has the spin labels located
in the minor groove.

For all systems, the patterns of the time traces are quite
similar for internitroxide and interbase distances. As listed
in Table 3, we typically find a correlation coefficient of ≈0.6.
The similar pattern indicates that the motions of the spin
labels are mainly due to the motion of RNA bases instead
of the flexibility of the spin labels. Compared to the spin-
labeling method using a flexible CsS linkage,15,16 the
rigidity of the spin labels in the present approach allows for
a more direct observation of the base pair movement and
therefore a more accurate and sensitive probing of RNA
conformation.

2. Structure of Spin-Labeled RNA. A well-known
measure for the overall stability of a MD simulation is the
rmsd along a trajectory (see Methods for definition). Figure
3 shows the time evolution of the rmsd (with respect to ideal
A-form) of all labeled and unlabeled RNAs considered. With
the exception of slRNA1 and slRNA6, the RMSDs of the
spin-labeled RNAs fluctuate steadily around 2-3 Å (see
Table 3 for mean RMSDs). It is interesting to compare
the RMSDs of slRNA1 (as an example for major-groove

labeling) and slRNA4 (as an example for minor-groove
labeling) to the RMSDs of the corresponding unlabeled
cRNA1 and cRNA4. In both cases we find a significant
increase of the RMSDs upon labeling. This finding is in
agreement with the observation that spin-labeled RNAs
exhibit lower melting temperatures than unlabeled RNAs.14

The significant structure in the rmsd time traces of slRNA1
and slRNA6 can be explained as conformational transitions
of these systems. In fact, a clustering of the RNA structures
of all trajectories reveals that only the minor-groove labeled
slRNA4 remains essentially (>96%) in a single conforma-
tion, see Table 3. This is similar to the two unlabeled cRNA1
and cRNA4, which are found to occur in two clusters of
97% and 3% population, respectively. On the other hand,
the major-groove labeled slRNAs show several thermally
populated conformational states. This observation is in line
with PELDOR measurements that show an increased damp-
ing of the PELDOR time traces for major-groove labeled
slRNAs.14

As an alternative measure of the stability of RNA structure,
we next consider the RNA base pair conformation, which
can be roughly classified into A-form, B-form, and other
structures (see Methods for definitions). To this end, Figure
4 shows the mean percentage of the A-form structure of all
spin-labeled RNAs. Most of the base steps are found to
maintain A-form conformation and intact base pairing for
over 70% of time during simulation. Exceptions are again
slRNA1 and slRNA6, which both show that one base step
between the spin labels exhibits significantly low A-form
content. Comparison with unlabeled cRNA1 and cRNA4
shows that spin labeling appears to somewhat reduce the
A-form probability.

3. Effects of Major-Groove Spin Labeling. The results
presented above have shown that the structural and dynamical
effects of spin labeling in the major-groove are most
prominent in slRNA1. In the following, we therefore adopt
this system for further analysis. Although the spin labels
of this RNA are attached at base steps 5 and 8, Figure 4
shows that mainly the structure of base step 6 deviates from
A-form. This suggests that spin label in the major groove
somehow deforms the conformation of the neighboring base
pairs.

Figure 2. Time evolution of the internitroxide (black) and
interbase (red) distances of slRNA1-slRNA6.

Figure 3. Time evolution of the rmsd of spin-labeled
slRNA1-slRNA6 (black) and unlabeled cRNA1 and cRNA4
(red).

Figure 4. Percentage of time in which base pair steps
maintain A-form conformation. Shown are spin-labeled
slRNA1-slRNA6 (black columns) and unlabeled cRNA1 and
cRNA4 (shaded columns). The base pair step which contains
the spin-labeled base is marked by an asterisk.

1784 J. Chem. Theory Comput., Vol. 4, No. 10, 2008 Yu et al.



The steric influence of the spin label groups can be
estimated by calculating the minimum distance between the
atoms of the spin label (C4-C13 in Figure 1) and the
neighboring base atoms of the same strand. As an example,
Figure 5(a) displays the distribution of the minimum
distances between the spin label group on U8 and neighbor
bases A7 and C9 as well as between the spin label group on
U20 and neighbor bases A19 and C21. In the case of A-USL,
where the distance is measured between the base of adenine
and the spin label of uracil, we obtain a mean distance of
≈2.4 Å in both cases. That is, for more than 73% of the
simulation time the uracil spin labels are in close contact
(e2.5 Å) with the adenine bases. Such close contacts perturb
the base configuration and may cause the opening of base
pairs U6-A19 and A7-U18,14 thus resulting in a low A-form
content. The situation is similar in the case of G-USL contacts
found in slRNA2 (see Figure 5(b)) and slRNA3, which also
show a mean distance of ≈2.4 Å in all cases considered.
Further evidence of the effect of the spin label is gained by
considering the width of the major groove. Comparing, e.g.,
spin-labeled slRNA1 and unlabeled cRNA1, Figure 6 shows
that the label widens the major groove around the spin-
labeled residues.

We note that base pairs U6-A19 and A7-U18 are the
nearest neighbors to the spin-labeled bases in the 3′ direction.
In contrast, the two base pairs G4-C21 and C9-G16 are the
nearest neighbors in the 5′ direction. These base pairs exhibit
a mean distance of ≈4.5 Å to the spin labels and are therefore
rarely in close contact with the spin labels. In summary, due
to the narrow and deep nature of the RNA major groove,
we find close contacts (e2.5 Å) of uracil spin labels with
nearest neighboring bases in the 3′ direction, while we find
sufficient space (≈4.5 Å) of uracil spin labels with nearest-
neighbor bases in the 5′ direction. This finding is nicely
illustrated in Figure 6, which shows representative MD
snapshots of spin-labeled slRNA1 (a) and unlabeled cRNA1
(b).

4. Effect of Minor-Groove Spin Labeling. The com-
parison of the computational results for minor groove spin-
labeled slRNA4 with the results for the corresponding
unlabeled cRNA4 reveals that the spin label hardly influences
the structures of the RNA. Although the overall rmsd is
somewhat increased (Figure 3) and the A-form content is
somewhat decreased (Figure 4) upon labeling, there is no
indication for local distortion of RNA as it is the case for
major groove spin-labeled slRNA1 (Figure 7). Moreover,
slRNA4 is found 97% of the time in a single conformational
state (Table 3). These findings are in line with the distribution
of the distances between the two spin label head groups and
base pairs 6 and 7 (Figure 5(c)), which reveals that there is
no close contact (e2.5 Å) between spin labels and neighbor-
ing base pairs. Furthermore, Figure 6 shows that the groove
widths of the labeled slRNA4 do not change evidently
compared with the unlabeled cRNA4.

Conclusions

We have developed a new parametrization of the force field
for the nitroxide spin label, which was shown to lead to
intramolecular distances that are in good agreement with
experimental results. Employing this force field, we have
studied in detail the effects of the labels on various RNA
duplex structures. Nitroxide spin labels attached to pyrimi-
dine bases such as uracil and cytosine at the C5 position are

Figure 5. MD distribution of minimum distances between the
two spin-label groups and their neighbor base in slRNA1 (a),
slRNA2 (b), and slRNA4 (c).

Figure 6. Representative MD snapshots of spin-labeled
slRNA1(a) and slRNA4(c) as well as of the corresponding
unlabeled cRNA1 (b) and cRNA4 (d). Structures are viewed
from a major groove in (a) and (b) and from a minor groove
in (c) and (d). Spin-labeled residues are colored in yellow.
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located in the major groove, while labels attached to purine
bases such as adenine at the C2 position are located in the
minor groove. While there is ample space for the label in
the minor groove, spin labeling in the major groove may
lead to close contacts of the label and the neighbor bases,
particularly in the 3′ direction. Such close contacts perturb
the base configuration and may cause the opening of the
neighbor base pairs, thus resulting in a low A-form content.

Interestingly, the situation is different for spin labeling of
DNA duplexes,35 where the label mostly affected the
conformation of the labeled base pair rather than the adjacent
base pairs. This is caused by the different structures of DNA
and RNA duplexes: While RNA mainly adopts the B-form
conformation, RNA is mainly found as an A-form helix
which forms a deep and narrow major groove. Hence the
A-form base pairs force the rigid spin label to incline in the
3′ direction, thus getting into close contact with base pairs
that are one step down to the spin-labeled bases.
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Abstract: Quantum chemistry calculations and classical molecular dynamics simulations have
been used to examine the equilibria in solution between the neutral and zwitterionic forms of
glycine and also of the glycyl radical. The established preference (by 30 kJ mol-1) for the
zwitterion of glycine was confirmed by both the quantum chemical calculations and the classical
molecular dynamics simulations. The best agreement with experiment was derived from
thermodynamic integration calculations of explicitly solvated systems, which gives a free energy
difference of 36.6 ( 0.6 kJ mol-1. In contrast, for the glycyl radical in solution, the neutral form
is preferred, with a calculated free energy difference of 54.8 ( 0.6 kJ mol-1. A detailed analysis
of the microsolvation environments of each species was carried out by evaluating radial
distribution functions and hydrogen bonding patterns. This analysis provides evidence that the
change in preference between glycine and glycyl radical is due to the inherent gas-phase stability
of the neutral R-carbon radical rather than to any significant difference in the solvation behavior
of the constituent species.

1. Introduction

Free radicals derived from R-amino acids are known to be
important species in many biological processes. For example,
the oxygen-centered tyrosyl radical is thought to be involved
in photosynthesis as well as in the vital reduction of RNA
to DNA.1 Other peptide radicals have been implicated in a
range of areas relevant to human health such as Alzheimer’s
disease, atherosclerosis, and diabetes as well as aging.2-4

A class of peptide radicals that arises frequently in
biological systems are those derived from the homolytic

cleavage of the CR-H bond. Constructive examples of this
type may be found in the glycyl radical subclass of the
radical-SAM superfamily of enzymes, which are important
in various metabolic pathways of anaerobic bacteria.5 Harm-
ful examples are known to occur frequently as part of the
degradation of proteins through fragmentation and rearrange-
ment reactions initiated by reactive oxygen species.2 Indeed,
mechanisms of this latter type may well be intimately
involved in the diseases noted above.

The prevalence of the CR-centered radicals derived from
amino acids is thought to be associated with the unusually
low CR-H bond dissociation energies (BDEs) of the relevant
closed-shell parent species. This is normally attributed to the
captodative stabilizing effect of having both electron-
withdrawing and electron-donating substituents acting on a
single radical center.6 While this special stabilizing effect is
relatively straightforward in peptide-based CR-radicals, it
becomes more complicated in the amino acid building blocks
themselves. The complication arises because, in the absence
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of surrounding peptide bonds, both the closed-shell parent
and the CR-radical of an amino acid can potentially exist in
either a neutral or a zwitterionic form. In the gas phase, the
neutral form is preferred. However, in aqueous solution, the
differences between the interaction of the neutral and
zwitterionic forms with the solvent can be expected to have
a large and possibly even dominating effect on the relative
stabilities.

In order to investigate the effect of CR-radical generation
on the neutral-zwitterion equilibrium in amino acids, we have
chosen to characterize the simplest possible system in which
it is present, namely glycine. Using a range of theoretical
techniques, we have calculated the relative free energies, both
in the gas phase (g) and in aqueous solution (aq), of the
neutral and zwitterionic forms of glycine (N and Z) and the
glycyl radical (NR and ZR). Figure 1 shows the four relevant
species arranged in the form of a free energy cycle to
facilitate both discussion and calculation.7

The branch of Figure 1 connecting neutral glycine with
its zwitterionic counterpart (∆GNfZ) has received by far the
most attention in the literature.8,9 Ab initio studies find that
the zwitterion of glycine in the gas phase (Z(g)) is not a local
minimum on the potential energy surface but rather collapses
to neutral glycine (N(g)).9

In contrast to the situation in the gas phase, both the neutral
and zwitterionic forms of glycine are stable entities in
aqueous solution (N(aq) and Z(aq)), with an experimentally
known energy difference in favor of the zwitterion of
∆GNfZ(aq) ) -30 kJ mol-1.8 Because of the fundamental
nature of the problem, numerous groups have previously used
theory to study the neutral-zwitterion equilibrium of glycine.9

However, depending on the level of sophistication employed,
the results can show significant variation. Some calculations
indicate that the neutral form (N(aq)) is more stable by
approximately 5 kJ mol-1, while others favor the zwitterion
(Z(aq)) by approximately 50 kJ mol-1.9

Although no systematic comparison between the solution-
phase energetics of the neutral and zwitterionic forms of the
glycyl radical has been carried out, Barone and co-workers10

have undertaken extensive work on their magnetic properties.
Their general conclusion, in agreement with indirect experi-
mental evidence,11 is that the neutral form dominates in
solution for pH values below 10. In particular, the zwitterion
was discounted10a,d because the calculated hyperfine coupling-
constant (hfcc) values did not agree with the solution-phase
experiments but did show agreement with hfcc values derived
from solid-state glycyl radical experiments,12 in which the
radical is known to exist in a zwitterionic form. On the other
hand, the calculated hfcc values10c,d,g and g-tensors10g for
the neutral form agree well with the observed spectroscopic
features, provided a sufficiently sophisticated description of
the solvent10h is used.

In the present study, we are particularly interested in
understanding the details of why the preference for the
zwitterionic form of glycine in aqueous solution8 changes
to a preference for the neutral form in the case of the glycyl
radical. We approach this question from a thermodynamic
point of view, which we believe is complementary to the
magnetic approach that has been comprehensively applied
to the glycyl-radical system in recent years.10

2. Theoretical Methodology

Gas-phase quantum-mechanical energies were obtained with
the high-level CBS-QB3 procedure13 using Gaussian 03.14

As mentioned in the Introduction, the zwitterion of glycine
in the gas phase (Z(g)) is not a local minimum on the potential
energy surface but rather collapses to neutral glycine (N(g)).9

In order to investigate the magnitude of ∆GNfZ(g), we have
therefore chosen to use a Cs-symmetry-constrained geometry
to approximate the zwitterionic structure (Z(g)). Implicit
solvation calculations were performed using a polarizable
continuum model (IEF-PCM)15 with Bondi’s all-atom radii
and all other parameters appropriate for the solvent water.
The geometric contribution to solvation was calculated by
re-evaluating the gas-phase CBS-QB3 energies using B3-
LYP/6-311G(d,p) geometry optimizations in conjunction
with the IEF-PCM methodology. Finally, total free energies
in solution and pKas were obtained by adding implicit
solvation energies derived from IEF-PCM B3-LYP/cc-
pVTZ//B3-LYP/6-31+G(d,p) single-point calculations to
the re-evaluated CBS-QB3 energies.

Explicit solvation energies were obtained using classical
molecular dynamics simulations. Classical valence and van
der Waals parameters were assigned to each of the four
solutes with the assistance of the antechamber16 module of
the AMBER 817 software package. Partial solute charges
were obtained by restrained fitting to the electrostatic
potentials (RESP)18 derived from the IEF-PCM B3-LYP/
cc-pVTZ//B3-LYP/6-31+G(d,p) calculations mentioned
above.19 Each of the four solutes was placed in a box of
793 TIP3P waters. Following energy minimization of the
resultant system in order to remove close contacts, NPT
molecular dynamics simulations were run using a 2 fs time
step with a coupling constant of 0.2 ps to the constant target
temperature of 300 K and a coupling constant of 1.0 ps to
the constant target pressure of 1 bar. A 9.0 Å cutoff for
nonbonded interactions was used in combination with the
particle mesh Ewald procedure for long-range electrostatics,

Figure 1. Free energy cycle showing the conversion of
neutral glycine (N) to zwitterionic glycine (Z) (∆GNfZ) and
neutral glycyl radical (NR) to zwitterionic glycyl radical (ZR)
(∆GNRfZR). Alternatively, the cycle may be viewed as showing
the CR-H bond dissociations of the closed-shell species N
(∆GNfNR) and Z (∆GZfZR).
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while bond lengths were constrained using the SHAKE
algorithm.20 After an equilibration period of 10 ps, structural
data were accumulated over 2 ns for the purpose of radial
distribution function (RDF) and H-bond analysis. Following
this, the energetic contribution of the solvent to each branch
of Figure 1 was obtained by performing the four correspond-
ing alchemical mutations, both in the forward and reverse
directions (resulting in eight mutations in total).21 The free
energy differences associated with these mutations were
evaluated using a thermodynamic integration protocol in
which only the interactions between the solutes and the
solvent were considered. The resulting solvent contributions
were then combined with the CBS-QB3 energies to yield
the final free energy differences in solution. While the idea
of obtaining the solvent contribution to chemical equilibria
from classical free energy calculations is not new,22 it has
been shown to be an accurate means to access this quantity
that still finds widespread applicability in the modern era.23

In our calculations, the thermodynamic integration was
performed using the Gibbs module from the Amber 6
program suite,24 employing electrostatic decoupling. Simula-
tions were run using a 1 fs time step with 20 discrete (λ)
windows between each physical state. At each value of λ,
100 ps of equilibration was performed prior to 1 ns of data
collection. Coupling constants of 1.0 ps to the target
temperature and pressure were employed for these simula-
tions. Further details can be found in the Supporting
Information.

3. Results and Discussion

Our approach begins with a gas-phase treatment using the
high-level CBS-QB3 procedure.13 Application of this meth-
odology yields the gas-phase free energies denoted as ∆G(g).
To supplement these results and arrive at the relevant free
energies in aqueous solution (∆G(aq)), we have used two
alternative procedures. The first (implicit) approach involves
the polarizable continuum model (PCM) of Tomasi and co-
workers.15 In this approach, the free energy of solvation of
each species is calculated and added to the gas-phase free
energy. In the second (explicit) approach, suitably param-
etrized models of the four compounds are placed in a box
of 793 TIP3P water molecules and “alchemically” trans-
formed according to the four branches of Figure 1.21 The
free energies associated with these transformations are then
evaluated using thermodynamic integration.25 Due to the fact
that free energy is a state function, we may arrange the two
differences of differences into an equality

∆∆G)∆GNfNR - ∆GZfZR )∆GNfZ - ∆GNRfZR (1)

which holds both in the gas phase and in aqueous solution
and to which the free energy of the hydrogen atom does not
contribute.21 Traditionally such a cycle is employed to
circumvent the calculation of more “difficult” free energy
differences (such as ∆GNfZ - ∆GNRfZR) through their
substitution by more “straightforward” evaluations (like
∆GNfNR - ∆GZfZR). In the current work, however, we have
explicitly calculated all four differences.

In the gas phase, the energy difference between the Cs-
constrained zwitterionic form of glycine and its neutral

isomer (∆GNfZ(g)) is 112 kJ mol-1 (CBS-QB3, Table 1).
On the other hand, using an explicit representation of the
solvent yields a value for ∆GNfZ(aq) of -36.6 ( 0.6 kJ mol-1

(Table 1), in good agreement with the experimental result
(-30 kJ mol-1). The implicit approach to solvation also
predicts Z(aq)to be more stable than N(aq) (in this case by
50.2 kJ mol-1), but the comparison with experiment is less
satisfactory.

While it is not the aim of this study to simply reproduce
the equilibrium behavior between the neutral (N(aq)) and
zwitterionic (Z(aq)) forms of glycine, the good agreement with
experiment obtained by combining CBS-QB3 gas-phase
energies with an explicit classical representation of the
solvent, for this equilibrium, is important and encouraging.
In particular, this result can be considered as a calibration
of the approach, indicating that the chosen methodology can
be considered to be reasonably reliable for the closed-shell
equilibrium (between N(aq) and Z(aq)) and by implication can
be expected to be similarly reliable for treating the closely
related equilibrium between the neutral and zwitterionic
forms of glycyl radical (NR(aq) and ZR(aq)). Indeed, an
approach involving calibration of a methodology with a
known result, followed by informed application to a closely
related model, has been advocated for some time.26

The CBS-QB3 results predict that the neutral form of the
glycyl radical NR(g) is significantly more stable (in the gas
phase) than the (constrained) zwitterionic form ZR(g), which
can be seen by the value of ∆GNRfZR(g) ) 200.8 kJ mol-1

in Table 1. This large energy difference comes about because,
in addition to the contribution arising from charge separation
(such as that which dominates ∆GNfZ(g)), there is captodative
stabilization in the neutral form of the radical (NR(g)) that is
absent in the zwitterionic counterpart (ZR(g)). However, due
to the anticipated preferential solvation of the zwitterion
(ZR(g)), the extent of this difference might be expected to
be considerably reduced in aqueous solution, as in the case
of glycine itself (N vs Z). Indeed, the value of ∆GNRfZR(aq)

calculated with explicit solvent indicates that the impact of
aqueous solvation on this difference is some 146.0 kJ mol-1.
However, even this large differential solvation effect is not
sufficient to overcome the inherent preference (by 200.8 kJ
mol-1) for the neutral radical (N(g)), which is predicted to
remain the more stable radical species in solution by 54.8

Table 1. Free Energy Differences Relevant to Figure 1
(298 K, kJ mol-1)

free energy CBS-QB3(g)

CBS-QB3(aq)

implicita
CBS-QB3(aq)

explicitb

∆GNfZ 112.0 -50.2 -36.6 ( 0.6c

∆GNRfZR 200.8 42.3 54.8 ( 0.6c

∆GNfNR 303.9 297.4 300.8 ( 0.2c

∆GZfZR 392.8 389.9 400.5 ( 0.1c

∆G(NfZ - NRfZR) -88.8 -92.5 -91.4 ( 1.2d

∆G(NfNR - ZfZR) -88.8 -92.5 -99.7 ( 0.3d

a Solvent effects calculated using the PCM model. b Solvent
effects calculated using a box of 793 TIP3P water molecules.
c The tabulated figure represents an average of the results from
the simulations run in the forward and reverse directions. The
uncertainty reflects half of the difference between these results.
d The uncertainty is the sum of uncertainties in each branch
contributing to the difference.
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( 0.6 kJ mol-1 (using the explicit model). The implicit
solvation model also supports this conclusion but, as was
the case for ∆GNfZ(aq), this approach probably overstabilizes
the zwitterionic form, leading to a prediction of ∆GNRfZR(aq)

) 42.3 kJ mol-1.

Intrigued by the earlier suggestion that a protonated form
of the glycyl radical (NH2C(•)HCO2H2x) could be necessary
to account for the observed magnetic properties in acidic
solution,10b we have also calculated the pKa values of the
two relevant radical-cation species using the implicit ap-
proach outlined above. We find that the calculated pKa of
the species (NH2C(•)HCO2H2x) that would result from
protonation of the oxygen atom of the neutral glycyl radical
is -5.4. Similarly, the pKa of the less stable species, resulting
from protonation of the nitrogen (xNH3C(•)HCO2H), is
calculated to be -4.1. Both of these values are low, and the
true values are likely to be even lower, given that the same
methodology overestimates the experimental pKa value for
the xNH3CH2COOH f xNH3CH2COOQ + Hx reaction
by 0.5 pKa units (2.8 as opposed to 2.3, see Table S3 of the
Supporting Information).27 We therefore conclude that it is
unlikely for the glycyl radical to become protonated, even
under strongly acidic conditions. Such a conclusion is
compatible with the spectral parameters derived from
vibrational-averaging10c,d and molecular dynamics sim-
ulations10g presented by Barone and co-workers, which are
in turn in good agreement with those measured at a pH
of 1.11

Clearly, the presence of a radical center at CR of glycine
drastically alters the equilibrium between, and the acidity
of, the respective neutral and zwitterionic forms. The extent
to which the presence of the radical alters the equilibrium,
when compared with the same situation in the closed-shell
counterparts, is provided by the quantity ∆∆G ) ∆GNfZ -
∆GNRfZR. As mentioned previously, this is equivalent to the
difference in the two bond dissociation energies ∆∆G )
∆GNfNR - ∆GZfZR, which in turn can be called a radical
stabilization energy.28 Regardless of which branches of the
thermodynamic cycle are used, the gas-phase results in Table
1 show that the neutral form of the radical is favored over
the zwitterionic form in the gas phase by an additional 88.8
kJ mol-1 when compared with the same situation for the
closed-shell parent species.

Interestingly, despite the potential for large differences in
the solvation energies of the various species in Figure 1, the
value of ∆∆G(aq) is not significantly different from ∆∆G(g).
In the case of the implicit model, the effect of solvation is
predicted to cause ∆∆G to become more negative than the
gas-phase value by just 3.7 kJ mol-1. The explicit solvation
model also suggests that ∆∆G(aq) is only marginally more
negative than ∆∆G(g). In this case, however, the effect is
expressed as a range (2.6-10.7 kJ mol-1) rather than as a
single value.29 In both cases, the minor difference between
∆∆G(g) and ∆∆G(aq) indicates that the reason why there is a
qualitative shift accompanying solvation in the equilibrium
between the neutral and zwitterionic forms of glycine, but
not for the glycyl radical, is largely associated with the
underlying gas-phase stabilities rather than any drastically
different solvation behavior.

The minimal net impact of solvation on ∆∆G shown in
Table 1 could be taken to imply that the relative solvation
environments of the closed-shell species are quite similar to
those of the relevant radical counterparts. In addition to this
circumstantial thermodynamic argument, it is possible to
probe such phenomena more directly through a detailed
structural analysis of the simulations carried out in the present
study using explicit water.

Prior to embarking on such a structural analysis however,
it is informative to briefly examine the RESP charges
obtained for each of the four solutes examined in this study
(Table 2). It is through these charge values that the differing
electronic distributions, reflected in the differing electrostatic
potentials, enter the classical molecular dynamics simulations.
Several important factors can be seen by inspection of Table
2. First, the atomic charges for the two zwitterionic species
(Z and ZR) are relatively similar to one another, as
demonstrated by the largest difference between them (for
CR) of just 0.1 e. On the other hand, there are more significant
differences between the two neutral species (N and NR). In
particular, the charge on the nitrogen is 0.4 e less negative
in the radical than in the closed-shell species. This is
compensated for by the charge on CR becoming negative
(partially offset by a more positive charge for HR) and a more
negative total charge on the carboxylic acid substituent (from
-0.1 to -0.3 e). These results are consistent with the concept
of the captodative effect, which sees the radical center receive
an increased donation of density from the amino substituent,
combined with an increased acceptance by the carboxylic
acid substituent.

One means of obtaining an informative overview of the
microsolvation of the various species examined in this study
is through the inspection of selected radial distribution
functions (RDFs). For example, Figure 2 shows the RDFs
of water oxygens (Ow) around N1 (solid lines) and O2 (dashed
lines) of all four species (see Figure 1). The major difference
between the neutral (N and NR) and zwitterionic (Z and
ZR) RDFs is the significantly larger peak heights associated
with the latter. This is simply a reflection of the stronger
interaction of the more polar species with the aqueous
medium, as is also quantitatively evident from the free energy
changes shown in Table 1. In accordance with the thermo-
dynamic expectations, the RDFs for the two zwitterionic

Table 2. Charge Values (e) Obtained by the RESP
Procedurea for Neutral Glycine (N), the Neutral Glycyl
Radical (NR), Zwitterionic Glycine (Z), and the Zwitterionic
Glycyl Radical (ZR)

atom N NR Z ZR

N1 -1.071 -0.644 -0.073 -0.136
H1 0.398 0.407 0.276 0.321
H2 0.398 0.407 0.276 0.321
H3 0.520 0.494 0.276 0.321
CR 0.328 -0.117 0.001 -0.101
HR 0.040 0.199 0.069 0.152
HR′ 0.040 0.069
C 0.736 0.632 0.758 0.732
O1 -0.720 -0.690 -0.826 -0.804
O2 -0.670 -0.688 -0.826 -0.804

a Using electrostatic potentials derived from the IEF-PCM
B3-LYP/cc-pVTZ//B3-LYP/6-31+G(d,p) calculations.
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systems Z and ZR can be seen to be very similar to one
another (Figure 2c,d). A comparable observation is qualita-
tively valid for the two neutral systems (N and NR, Figure
2a,b), although some minor differences are apparent. In
particular, the N-atom of the radical (NR) appears to be less
well solvated than the analogous N-atom in the closed-shell
system (N). The opposite trend is apparent for the corre-
sponding carbonyl oxygen atom.

Additional information pertaining to the nature of the
microsolvation of the N1 and O2 atoms of neutral glycine
(N) and its CR-derived radical (NR) is provided by the RDFs
of the water protons (Hw) surrounding these atoms. For
example, the RDFs of solvent protons surrounding the
nitrogen atom shown in Figure 3a are markedly different
for species N and NR. In particular, the absence of the peak
centered at ∼2 Å in the solid curve gives a strong indication
that the lone pair on the N-atom acts as a substantially weaker
hydrogen-bond acceptor in the CR-radical (NR) than in
neutral glycine (N) itself. Such behavior can be rationalized
in terms of the enhanced (captodative) delocalization in the
glycyl radical, for example by making the nitrogen lone pair
less accessible for H-bonding. Insofar as hydrogen-bonding
tendencies are related to proton affinity,30 this result can also
be connected to the reduced basicity at the nitrogen atom in
the glycyl radical. The loss of H-bond-accepting ability at

this atom appears to be partially compensated for by a
concomitant increase in the H-bond-accepting ability at the
carbonyl oxygen of the same species (NR). This is mani-
fested in the enhanced peak height associated with the solid
curve in Figure 3b.

In addition to the RDF analysis presented above, we have
also probed the microsolvation of all four species by
monitoring H-bonds throughout the relevant trajectories,
where an H-bond X-H•••Y is defined to exist if the X•••Y
length is less than 3.5 Å and the angle defined by the three
centers comprising the bond is between 120.0° and 180.0°.
The results of this analysis, which are shown in Table 3,
serve to provide quantitative confirmation of the conclusions

Figure 2. Radial distribution functions (g(R)) of water oxygens (Ow) around (a) N1 (solid lines) and O2 (dashed lines) of neutral
glycine (N), (b) N1 and O2 of neutral glycyl radical (NR), (c) N1 and O2 of glycine zwitterion (Z), and (d) N1 and O2 of glycyl
radical zwitterion (ZR).

Figure 3. Radial distribution functions of water protons (Hw) around (a) N1 of neutral glycine (N, dashed line) and of neutral
glycyl radical (NR, solid line) and (b) O2 of neutral glycine (N, dashed line) and of neutral glycyl radical (NR, solid line).

Table 3. Average Number of Hydrogen Bonds for the
Duration of the Simulations between Water and Various
Sites on Neutral Glycine (N), the Neutral Glycyl Radical
(NR), Zwitterionic Glycine (Z), and the Zwitterionic Glycyl
Radical (ZR)

site N(aq) NR(aq) site Z(aq) ZR(aq)

N1-H1 0.9 1.0 N1-H1 1.1 1.1
N1-H2 0.9 1.0 N1-H2 1.1 1.1
N1 1.4 0.3 N1-H3 1.1 1.1
O1-H3 1.0 1.0 O1 3.5 3.3
O2 2.0 2.5 O2 3.5 3.7
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suggested by the RDFs. Specifically, the effect of H-atom
loss on the solvation of glycine zwitterion is rather minimal
(recall the similarity between parts c and d of Figure 2). The
average H-bonding behavior of the NH3x group can be seen
to be virtually identical for the closed-shell (Z) and open-
shell (ZR) species. The carboxylate oxygens exhibit a minor
loss of mutual equivalence in the radical (ZR), but the
average H-bond-accepting capacity of the CO2

- group
appears to be unaffected by CR-radical formation.

The H-bond-donating abilities of the N1-H and O1-H3

groups of the neutral systems also remain virtually unaltered
in response to radical generation. On the other hand, the
degree of H-bond acceptance by both N1 and O2 does seem
to differ significantly between the closed- and open-shell
neutral systems. In quantitative support of the graphical
interpretation presented in Figure 3, the average number of
H-bonds accepted by N1 in the neutral radical (NR) (0.3) is
reduced by 1.1 (from 1.4) with respect to the closed-shell
parent (N). At the same time, the H-bond-accepting capacity
of O2 (2.5) is enhanced in the radical (NR) by 25% compared
with that observed (2.0) for the closed-shell species (N).
Again, the result is readily rationalized in terms of the
captodative delocalization in the glycyl radical.

4. Concluding Remarks

In summary, we have used a variety of theoretical means to
investigate the comparative equilibria between the neutral
and zwitterionic forms of glycine and its CR-radical. Our
calculations show that an explicit classical representation of
the solvent is able to satisfactorily reproduce the known
magnitude of the free energy preference for zwitterionic
glycine in aqueous solution. An analogous application of the
same methodology to the glycyl radical shows that, in
contrast to the closed-shell parent system, the neutral form
is preferred in solution by approximately 55 kJ mol-1.
Examination of the components of this difference reveals
that this preference can be almost entirely attributed to the
captodative stabilization of the neutral radical in the gas-
phase reference state. In other words, even though the
zwitterionic radical is significantly better solvated than the
neutral radical, the extent of this interaction is not sufficient
to overcome the underlying preferential gas-phase stabiliza-
tion in the neutral glycyl radical. In a related finding, our
calculations indicate that it is very unlikely for the neutral
glycyl radical to become protonated, even at very low pH
values.

A convenient quantitative measure of the relevant dif-
ferential stabilization is provided by the quantity denoted in
the present study as ∆∆G, the difference between the
zwitterionic and neutral energies for glycine on the one hand
and the glycyl radical on the other. Our calculations predict
that ∆∆G adopts a value in the gas phase of 88.8 kJ mol-1.
Despite the potential for solvation to have a substantial effect
on this quantity, our best prediction for the value of ∆∆G(aq)

lies between 90 and 100 kJ mol-1, indicating that the impact
of the aqueous medium in this case is, in actual fact, quite
minor. Analysis of the microsolvation patterns of the four
species investigated in the present study supports this
conclusion. While large differences are found when col-

lectively comparing the neutral (N and NR) with the
zwitterionic (Z and ZR) systems, each open-shell and closed-
shell pair is found to exhibit relatively similar general
solvation patterns. An important difference arises for the
neutral pair (N and NR), for which the N-atom of the CR

radical (NR) is found to exhibit a markedly reduced
propensity for H-bond acceptance (compared with N),
whereas the carbonyl oxygen of the radical experiences an
apparently compensatory effect. This phenomenon again
appears to be a consequence of the simultaneous and
synergistic action of π-electron-donating (NH2) and π-electron-
accepting (CO2H) substituents adjacent to a radical center.
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Abstract: The computer-generation of the crystal structures of the R-amino acid valine is used
as a challenging test of lattice energy modeling methods for crystal structure prediction of flexible
polar organic molecules and, specifically, to examine the importance of molecular polarization
on calculated relative energies. Total calculated crystal energies, which combine atom-atom
model potential calculations of intermolecular interactions with density functional theory
intramolecular energies, do not effectively distinguish the real (known) crystal structures from
the rest of the low energy computer-generated alternatives when the molecular electrostatic
models are derived from isolated molecule calculations. However, we find that introducing a
simple model for the bulk crystalline environment when calculating the molecular energy and
electron density distribution leads to important changes in relative total crystal energies and
correctly distinguishes the observed crystal structures from the set of computer-generated
possibilities. This study highlights the importance of polarization of the molecular charge
distribution in crystal structure prediction calculations, especially for polar flexible molecules,
and suggests a computationally inexpensive approach to include its effect in lattice energy
calculations.

Introduction

The identification or prediction of the most stable crystalline
form of an organic molecule is of considerable scientific
interest but remains a challenge for both experimental and
computational methods. In particular, to avoid any unantici-
pated polymorphic change during manufacturing it is vitally
important in the pharmaceutical industry to know that the
crystalline form being produced is the thermodynamically
most stable. Such a change in form could have unpredictable
effects on processing and tabletting of the drug as well as
its final bioavailability, since polymorphs can have markedly
different dissolution rates.1 For this reason, great amounts
of time and money are spent screening for polymorphs to
maximize the likelihood that all crystal forms of the drug
molecule have been found.2 If theoretical studies could
identify all possible crystal structures of a particular organic
molecule and reliably predict their relative thermodynamic
stabilities, such calculations could help inform and possibly

direct the current experimental approaches used to produce
the different crystal forms.

A variety of computational methods have been developed
for crystal structure prediction (CSP), with the aim of
producing the possible crystal structures of a particular
molecule using only the chemical formula as input.3 The
difficulty in CSP is not necessarily in generating all crystal
packing possibilities, including the observed crystal structure
(or structures, where the molecule displays polymorphism),
but in identifying those structures that will be experimentally
observed from the many putative structures; often there are
tens or even hundreds of distinct crystal structures (local
minima on the lattice energy surface) within a small (e.g., 5
kJ mol-1) range in lattice energy,4 and the assumption is
that the lowest energy structure is the most likely structure
to be observed experimentally. CSP of rigid organic mol-
ecules is well developed, and, using a sufficiently high quality
model intermolecular potential, the observed crystal struc-
ture(s) are quite reliably found among a small set of the
lowest energy computationally generated structures.5 How-* Corresponding author e-mail: gmd27@cam.ac.uk.
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ever, predicting the crystal structures of molecules with
conformation freedom is an entirely more difficult proposi-
tion. There are two causes of difficulties associated with
molecular flexibility: a) the conformational search space that
needs to be sampled when searching for all crystal packing
possibilities, with each degree of intramolecular freedom
adding an extra dimension to the already large and complex
search space, and b) comparison of the energies of putative
crystal structures, which involves calculation of a lattice
(intermolecular) and a conformational (intramolecular) com-
ponent for the generated crystal structures, with the two
components needing to be both accurate and balanced with
respect to each other.

We have chosen the series of R-amino acid crystal
structures as a test set for the development of CSP methods
for conformationally flexible molecules. This family of
molecules was chosen for several reasons: their biological
importance; the importance of amino acid functional groups
in pharmaceutical molecules; and because the series of
similar molecules allows stepwise progression from systems
with very limited molecular flexibility to larger, more flexible
molecules. The striking differences in conformations between
the gas phase and the solid state make amino acids very
challenging systems to study, especially using the most
common approach to CSP, where molecular geometries are
derived from isolated molecule calculations. A study by
Görbitz6 of the chiral hydrophobic R-amino acids, using
hydrogen bonding donor and acceptor sites to simulate the
surrounding crystal, has shown that the conformations found
in the crystals can be reproduced by quantum mechanics
methods. However, there is flexibility about both the car-
boxylate and amino groups in the R amino acids, and the
observed conformations in crystal structures vary consider-
ably, e.g. the HR-CR-C-O dihedral angle in the four
published polymorphs of glycine in the Cambridge Structural
Database7 (CSD) varies between 35° and 84°.

One approach to CSP for moderately flexible molecules
is to consider a set of fixed molecular geometries, normally
obtained from quantum mechanical (QM) calculations Via a
scan of the flexible intramolecular degrees of freedom.
Alternatively, conformations can be chosen by comparison
to known crystal structures of similar molecules. In both
approaches, crystal structures are generated with each
conformation, and the total energies used to evaluate the
relative stabilities of the resulting crystal structures are
calculated as

Utotal ) ∑
i∈ M,k∈ N

[Aικexp(-BικRik)-CικRik
-6 +

Uelectrostatic(FM, FN)]+Umolecular(QM, F)(1)

where the terms in the summation represent intermolecular
interactions in the crystal, and Umolecular is the energy of the
molecular conformation in that crystal structure. Here,
Umolecular is taken from the QM evaluation of the molecular
energy. Aικ, Bικ, and Cικ are empirically derived parameters
describing the repulsion-dispersion interactions between
atoms i and k in molecules M and N; ι and κ are the atom
types of atoms i and k, respectively. Uelectrostatic is calculated
from a representation of the molecular charge density, F,

either by a set of partial charges distributed around the
molecule (typically at atomic positions) or by a multipole
expansion (i.e., charge, dipole, quadrupole, etc.) at each
atomic site.

In preliminary studies of the crystal packings of valine
and other flexible molecules, we have observed that the above
approach, combining atomistic (intermolecular) with quan-
tum mechanical (intramolecular) energies, resulted in an
imbalance between the inter- and intramolecular contribu-
tions to the relative energies of putative crystal structures.
In particular, the intramolecular energies were often found
to dominate the ranking of structures, and, while the true
crystal structures stand out as having among the best
intermolecular energies, those with the lowest total energies
all had favorable intramolecular energies but poor intermo-
lecular energies. The energy model is dominated by the QM
calculated conformational energy. We therefore sought to
correct the imbalance between the two energy contributions
in the computational method, which we propose is largely
due to molecular polarization being ignored in the intermo-
lecular model, i.e. the electrostatic interactions in eq 1 are
based on the charge density (F) of the isolated molecule.

Deriving the electrostatic model from isolated molecule
charge densities ignores the rearrangement of the molecular
electron density due to the crystalline environment, which
is known to be important in molecular crystals.8 This
polarization serves to lower the total crystal energy by
strengthening the intermolecular interactions between mo-
lecular electron densities. Therefore, models derived from
isolated molecule (i.e., nonpolarized) charge densities will
underestimate intermolecular electrostatic stabilization ener-
gies, which are dominant for systems with significant charge
separation, such as salts or zwitterionic molecules (such as
the R-amino acids). One strategy used to model induction
effects is to include molecular or atomic polarizabilities in
the atom-atom model, as is done in polarizable force
fields.9,10 The theory for calculating the resulting induction
energy has been presented elsewhere,11,12 and methods are
continually developing for the derivation of such atomic
polarizabilities.13,14 An alternative is to perform the molec-
ular charge density calculation in an environment representa-
tive of the crystal, so that the atomic partial charge or
multipole analysis is performed on a molecular electron
density that is a better representation of the molecule in the
crystal. The two approaches have recently been compared
in an investigation of the magnitude of induction energy
contributions to the energies of molecular organic crystal
structures.15 We have followed the latter approach here and
investigate the influence of a very simple description of the
bulk crystal environment during the molecular QM calcula-
tion: the environment of the molecule in the crystal is
modeled as a polarizable continuum, in the same way that
solvation effects on molecular properties are often modeled,
using Tomasi and co-workers’ polarizable continuum model
(PCM)16-18 with dielectric constants typical of molecular
organic crystals.

We test this approach for valine, the R-amino acid with
an isopropyl side group, and, as such, one more flexible
torsion angle than alanine, whose crystal structures we
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studied previously.19 The two known racemic polymorphs
(monoclinic,20 CSD refcode VALIDL and triclinic21 VAL-
IDL02, both with Z `) 1) have almost identical molecular
conformations and crystal packings and only differ by the
relative orientation of pairs of hydrogen bonded layers.
Enantiopure valine crystallizes with two molecules in the
asymmetric unit22 (Z `)2, refcode LVALIN01) and, while
we have not performed the computationally expensive task
of generating and energy minimizing all possible Z `)2
structures, we compare the calculated energy of the known
structure with the computer-generated Z `)1 alternative
crystal structures to confirm that the observed Z `)2 form
is lower in energy than the Z `)1 possibilities.

Methods

Overall Approach. We combine our general strategy for
treating molecular flexibility in CSP23 with database guided
sampling of conformational space,19 which is necessary
because of the extreme differences in molecular structure
between the gas and crystalline phases for the R-amino acids.

The procedure comprises 4 steps (Figure 1):
A) analysis of the molecular conformations using both QM

electronic structure calculations and crystal structures of
similar molecules from the CSD; (B) generation of possible
crystal packings with rigid molecular conformations from
(A) Via a sampling of unit cell parameters, molecular
positions, and molecular orientations, within the most likely
space groups; C) energy minimization of the computer-
generated crystal structures with a molecular mechanics
description of angle bending and torsion angles, allowing
selected intramolecular degrees of freedom to adjust to the
crystal environment, and D) final energy refinement using
an accurate description of intermolecular interactions, in
particular using a detailed description of the molecular
electrostatic distribution.

The emphasis of the current study is on the final step in
the procedure, where we aim to develop methods for
evaluating the relative energies of the computer-generated
crystal structures as accurately as possible, bearing in mind
the associated computational expense and the need for
methods of evaluating thousands of crystal structures in a
reasonable time. As a result of the strong electrostatic
interactions in the crystal structures of zwitterionic molecules,
we chose this system to test a simple method of accounting
for polarization effects on the calculated relative energies.

Molecular Conformational Analysis. We treated valine
as having three flexible torsion angles (Figure 2), assuming
that the methyl group orientations are unimportant to the
crystal packing. For geometry optimizations and the torsion
angle scan of the isopropyl group (Step A), we performed
density functional theory (VWN/DNP) calculations on the
isolated molecule using the Dmol3 module24 within the

Accelrys Materials Studio package.25 Full geometry opti-
mization of the valine molecule leads to the nonzwitterionic
form, so it was necessary to constrain the three N-H bond
lengths to maintain the zwitterionic form; we used a N-H
bond length of 1.035 Å, the mean value from neutron
diffraction R-amino acid crystal structures in the CSD. The
isopropyl group of valine was scanned for the full range of
torsion angles (0° e τ3 e 360°) in 20° intervals, with the
angle measured between the R-hydrogen atom and the
�-hydrogen atom of the isopropyl group (τ3 ) H-C-C-H,
Figure 2). The amino group was kept fixed in the staggered
conformation (τ1 ) H-N-C-H ) 180°), while all other
degrees of freedom were allowed to relax at each point in
the scan.

Generation of Crystal Structures. We generated trial
crystal structures (Step B) using the Crystal Predictor code,
which employs a low-discrepancy sequence to search the
crystal packing space with quasi-random values for unit cell
parameters, molecular orientations, and positions followed
by rigid molecule lattice energy minimization.26 Searches
were performed with a set of 15 rigid molecular geometries
(see Results and Discussion), chosen in a similar way to our
crystal packing study of alanine,19 to sample the relevant
region of the conformational energy surface. Crystal struc-
tures were generated in 12 space groups: the 5 most
commonly observed chiral space groups for organic molec-
ular crystals (P212121, P21, P1, P21212, and C2) and the 7
most common space groups with mirror or inversion sym-
metry (P21/c, Pna21, Pnma, C2/c, Pıj, Pbca, and Pbcn). These
account for over 90% of all the entries found in chiral and
racemic space groups in the CSD.27 Searches were continued
until 50000 lattice energy minimizations had been performed
for each conformation. We monitored convergence of the
set of low energy structures, and 50000 minimizations were
sufficient to give an apparently complete sampling in all
cases. We then merged the set of predicted crystal structures

Figure 1. Outline of the crystal structure prediction methodology applied here to valine.

Figure 2. Molecular model of valine showing the definition
of the three flexible torsion angles (τ1 ) H2-N1-C1-H1, τ2 )
O1-C2-C1-H1, τ3 ) H5-C3-C1-H1). The amino torsion
angle (τ1) is shown in the staggered conformation.
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from each molecular conformation (keeping racemic and
chiral crystal structures separate), and the structures were
clustered to remove duplicates (the clustering algorithm is
described below).

Model Potentials. For lattice energy minimizations during
the initial crystal structure search (step B), we used an exp-6
model potential with Williams and co-workers’ empirically
derived parameters to describe C, N, O, and HC (hydrogen
bonded to carbon)28,29 and polar hydrogen atom (HN)
parameters taken from Coombes et al.30 Electrostatic interac-
tions were modeled by molecular electrostatic potential (ESP)
fitted atomic partial charges obtained from a single point DFT
calculation of the gas phase molecule (DMol3, VWN/DNP).
For the final energy minimizations (Figure 1, step D), we
applied the same exp-6 model potential but with a more
elaborate description of electrostatic interactions, using a
distributed multipole model. Atomic multipoles, Qi

u, up to
hexadecapole on each atom i (the subscript u refers to the
multipole component), were taken from a distributed mul-
tipole analysis (DMA) of a B3LYP/6-31G** electron
density, calculated for the specific molecular conformation
under consideration using the Gaussian03 program.31 The
DMA was performed using the program GDMA,32 using the
original DMA algorithm.33,34 Final lattice energy minimiza-
tions were performed using the DMAREL crystal structure
modeling program.35 All exp-6 interactions were evaluated
up to a 15 Å cutoff, Ewald summation was employed for
charge-charge, charge-dipole, and dipole-dipole electro-
static interactions, and all higher order electrostatic interac-
tions (up to R-5) were summed to a 15 Å cutoff on whole
molecules.

Crystal structures were also lattice energy minimized using
the same exp-6 model potential with distributed multipoles
derived from polarized molecular electron densities. These
polarized electron densities were calculated using the po-
larizable continuum model (PCM),16-18 as implemented in
Gaussian03, to model the environment of the molecule. The
united atom topological model (UA0) was used for atomic
radii, with several choices of dielectric constant (ranging from
ε ) 3 to 11). As with the unpolarized electrostatic model,
the GDMA program was used to perform the distributed
multipole analysis of the resulting charge density, and lattice
energy minimizations were performed within the program
DMAREL. The resulting atomic multipoles (from the PCM
molecular calculations) differ from the unpolarized multi-
poles (the isolated molecule) by ∆Qi

u, and the resulting
induction energy is a sum of two terms: the amplified
intermolecular electrostatic interactions and the partly coun-
teracting increase in internal molecular energy (∆Umol) upon
distortion of the molecular charge distribution. In the purely
classical approach, a classical expression is used for the
internal molecular energy contribution (i.e., assuming that
the molecular energy increases bilinearly with the ∆Q: ∆Umol

) 1/2∑u,u′,i,i′∆Qi
u�ii′

uu′∆Qi′
u′).11,12 The resulting expression for

the induction energy requires the interaction of ∆Qi
u on a

reference molecule with Qi
u on all surrounding molecules.

Using standard lattice energy modeling software, where all
molecules possess the same set of atomic multipoles, two
calculations are required to obtain this energy: one where

all molecules are assigned atomic multipoles (Qi
u + ∆Qi

u/
2) and a second where all molecules have atomic multipoles
(∆Qi

u/2).15 However, as we perform a molecular QM
calculation for each crystal structure in this work, we can
avoid the classical approximation to ∆Umol. Instead, we take
the increase in molecular energy directly from the density
functional theory calculations on the isolated molecule and
the molecule in the PCM environment, e.g. at ε ) 3 we take
∆Umol ) Umol[DFT, F(ε)3)] - Umol[DFT, F(vacuum)], where
the interaction energy between the molecule and the dielectric
continuum is excluded from Umol[DFT, F(ε)3)]. We then
use the total polarized atomic multipoles (Qi

u+ ∆Qi
u) in our

intermolecular energy calculations, which give the sum of
electrostatic and the intermolecular part of the induction
energy.

The final total crystal energies (in step D) were calculated
as the sum of inter- and intramolecular energy terms, the
intermolecular contribution taken from the exp-6 + DMA
model, and the intramolecular contribution from the DFT
molecular energy calculation. The magnitude of the induction
energy can be evaluated from the difference in the calculated
intermolecular electrostatic energies from the F(PCM,ε) and
F(vacuum) models + ∆Umol:

Uinduction(ε)) (Uelectr[F(ε)]-Uelectr[F(vacuum)])+
(Umol[DFT,F(ε)]-Umol[DFT,F(vacuum)])(2)

Flexible Force Fields. We tested four flexible molecule
force fields (CVFF,36 COMPASS,37 Dreiding,38 and UFF39)
for the intermediate lattice energy calculation where molec-
ular flexibility is allowed (Step C). The purpose of this step
in the procedure is to allow the molecular geometry, which
was held rigid during the initial generation of trial crystal
structures, to adjust to its crystal environment. Force field
partial charges were used for the CVFF and COMPASS force
fields, while Gasteiger partial charges40 were used with UFF
and the Dreiding force field. Using a similar method in our
study of phenobarbital crystal structures,23 the computer-
generated crystal structures were energy minimized with the
molecules treated as comprising four rigid units: the amine
(NH3), carboxylate (CO2), and isopropyl (C3H7) groups and
the central CH to which they are all bonded, with reorienta-
tion of rigid units allowed relative to one another us-
ing the force field energy terms for the conformational
energy. The internal structure of the rigid units was con-
strained at the DFT optimized geometries.

Comparison and Clustering of Structures. To compare
the predicted and observed crystal structures and for removal
of duplicate crystal structures (“clustering”), we used the
Compack algorithm41 with a tolerance of 20% on interatomic
distances (excluding hydrogen atoms) within a cluster of 15
molecules (i.e., a central molecule and a coordination sphere
of its 14 nearest neighbors). Clustering was used to remove
duplicate crystal structures between steps B and C (Figure
1) and after the final energy minimizations in step D. After
step B some crystal packings are found in searches using
more than one molecular model (i.e., different values of τ2

and τ3), with small differences in packing caused by the
differences in molecular geometry. The 20% tolerance on
interatomic distances was chosen as sufficiently relaxed to
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cluster such structures (i.e. treating them as identical) but
not remove structures with distinct packing arrangements.
The crystal structure with the lowest total energy from each
cluster is retained, and, in this way, the version of each crystal
structure with its most favorable conformation is retained
and moved forward to the structural and energetic refine-
ments in the latter steps.

Results and Discussion

A. Molecular Conformational Analysis. Conformations
for the crystal structure searches were chosen using a similar
approach to our previous study of alanine:19 the amino group
was kept fixed in the staggered conformation (τ1 ) 180°),
and conformations were taken with the carboxylate torsion
angle (τ2) incremented in 15° steps from 15° to 75°, a range
chosen from an analysis of similar molecules in the CSD.
10° increments in τ2 were used in our alanine calculations,
but postanalysis found that a coarser sampling (20° steps)
would have sampled conformational space sufficiently.19

Here, we use the intermediate step size of 15°, which should
generate as close to the full set of low energy crystal
structures as possible while lowering the number of crystal
structure generation calculations. Starting points for τ3 were
chosen from a DFT torsional energy scan of the isopropyl
group (Figure 3), which showed three local minima, corre-
sponding to staggered configurations of the �-carbon to
R-carbon bond. The five orientations of the carboxylate group
were combined with the three isopropyl group minimum
energy orientations, giving fifteen conformations with which
trial crystal structures were generated.

B. Generation of Crystal Structures. To check that the
search located the known racemic valine polymorphs, the
crystal structures generated with the rigid molecule confor-
mations (Figure 1, step B) were compared with the true DL-
valine crystal structures extracted from the CSD; good
representations of both polymorphs were located with several
of the molecular conformations (Table 1). However, the
energetic rankings of the known structures among the
predictions are poor, even among the separate lists from each
molecular conformation, both in terms of the number of
lower energy computer-generated crystal structures than the

known structure, Nlower
4 (a perfect prediction would give

Nlower ) 0), and the energy difference between the known
structure and the lowest energy computer-generated structure,
∆E (we are aiming for low values, with ∆E < 0 if no
unobserved computer-generated crystal structures have better
calculated energies than the known polymorphs). For small
rigid molecules, ∆E is usually less than 2-3 kJ mol-1 and
Nlower is normally less than 5, when a high quality intermo-
lecular model potential is used.5

These poor rankings can partly be attributed to the use of
rigid molecular geometries when generating the trial crystal
structures, as τ3 in the observed DL-valine crystal structures
(τ3 ∼ 80°) is approximately 20° away from the closest
minimum on the conformational energy surface (Figure 3).
These results highlight a limitation of the method previously
applied to the crystal structure prediction of alanine, in that
the true crystal structures might be poorly ranked if the
starting molecular geometries differ significantly from their
optimum conformations in the crystal structures. The inter-
mediate energy minimization step (Figure 1, step C) in which
the molecular conformation can adjust to the crystal structure
is included here to alleviate this problem.

C. Lattice Energy Minimization with Molecular Flex-
ibility. The results using rigid molecular models fixed at the
set of initial molecular geometries (Table 1) are clearly
unsatisfactory, so all crystal structures were energy mini-
mized again but without the rigid molecule constraints: the
important torsion angles (τ1, τ2, τ3, Figure 2) were given
freedom to adjust to their crystal packing environments. We
use force field descriptions of intramolecular degrees of
freedom in this step and are mainly concerned with the force
field’s ability to provide a reliable description of the
molecular structure in the crystal. Therefore, we tested a set
of force fields by energy minimizing the known crystal
structures of two molecules: L- and DL-alanine and leucine,
the amino acids with a slightly smaller (alanine) and larger
(leucine) hydrophobic side group than valine. We then
compared a selection of torsion angles in the optimized
crystal structures with those in the experimentally determined
structures. Based on these tests (detailed results are deposited
as Supporting Information), we chose the Dreiding force
field as providing the best results. Therefore, we used the
Dreiding force field for the flexible molecule energy mini-
mization of the computer-generated crystal structures of
valine.

Figure 3. Conformational energy profile for rotation of the
isopropyl group orientation τ3 (with τ1 ) 180° and τ2 ) 0°),
calculated at the VWN/DNP level of theory (DMol3).

Table 1. Rigid Conformations That Led to a Match to the
Known Crystal Structures of DL-Valine

torsion angles VALIDL (P21/c) VALIDL02 (P1j)

τ1 τ2 τ3 Nlower
a ∆Eb/kJ mol-1 Nlower

a ∆Eb/kJ mol-1

180° 15° 60° 28 10.3 16 8.2
180° 30° 60° 26 7.8 16 6.5
180° 45° 60° 36 6.4 30 5.3
180° 60° 60° 105 13.9 88 11.9

a Nlower is the number of lower energy predicted crystal structures
among the set of structures generated for that conformation. b ∆E is
the energy difference between the computer-generated version of the
observed crystal structure and the lowest energy predicted crystal
structure for that molecular conformation.
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During this step, valine molecules in the computer-
generated crystal structures were treated as comprising four
rigid units; their relative orientations were allowed to relax
at this stage while constraining the internal geometries of
these rigid units at their DFT optimized geometries.

D. Refinement of the Lattice Energies. Clustering of the
structures after energy minimization with the Dreiding force
field resulted in 1130 distinct crystal structures. Each of these
was then subjected to the final energy minimization step,
where the molecular geometry was constrained at the
geometry resulting from the Dreiding force field lattice
energy minimization. The molecular geometry was extracted
from each crystal structure, and a single point DFT molecular
energy calculation was performed to obtain the molecular
energy and electron density distribution. A distributed
multipole analysis was performed on the resulting wave
function, and then the crystal structure was lattice energy
minimized using the exp-6 + DMA model intermolecular
potential. Total crystal energies were calculated as a sum of
the atom-atom intermolecular energy and the DFT molecular
energy.

We first examined the resulting set of crystal structures
when the molecular properties (energy and atomic multi-
poles) were taken from isolated molecule DFT calculations.
The results are summarized Via a relative total energy vs
density plot (Figure 4a), on which each point represents a
distinct crystal structure. Furthermore, we color coded the
points according to the intermolecular contribution to the
total crystal energy.

Many of the crystal structures with lowest total energies
using this model have poor intermolecular contributions to
their energies (red diamonds in Figure 4a, which cover
intermolecular energies in the range -172 to -152 kJ
mol-1). These crystal structures are clearly stabilized by

favorable intramolecular energies, at the expense of strongly
stabilizing intermolecular interactions. The computer-gener-
ated structures that correspond to the known polymorphs of
DL-valine are ranked as the 15th (triclinic, VALIDL02) and
19th (monoclinic, VALIDL) lowest energy structures, 6.4
kJ mol-1 and 6.7 kJ mol-1 higher in energy than the
computer-generated crystal structure with the lowest energy.
While this is an improvement over the ranking with rigid
molecular geometries (Table 1), the results are still unsat-
isfactory for crystal structure prediction, where we expect
to find any observed crystal structures among the lowest
energy structures. For rigid molecules, observed crystal
structures are rarely outside of the 10 lowest energy structures
and never more than about 5 kJ mol-1 above the lowest
energy prediction.5 Discounting the predicted crystal struc-
tures with very poor intermolecular packing energies (red
diamonds in Figure 4a) improves the situation somewhat,
but the known polymorphs remain farther from the global
minimum than we would expect, suggesting inadequacies
in the model we have used to evaluate the total relative
energies.

The Influence of Molecular Polarization. We then
explored the influence of including a polarizing environment
when calculating the molecular energies and charge density
distributions. The crystal structures were energy minimized
using electrostatic models (distributed multipoles) derived
from molecular wave functions calculated in a series of
polarizing environments: the polarizable continuum model
(PCM) with dielectric constants, ε, of 3 (typical for crystals
of neutral organic molecules), 7 and 11 (chosen to represent
the very polar environment in crystals with extreme charge
separation). The effect of the continuum dielectric environ-
ment is to stabilize a greater charge separation in the
molecule, influencing both the molecular energy and atomic

Figure 4. Plot of density vs relative energy for the computer-generated crystal structures of DL-valine after minimization with
the Dreiding flexible force field followed by calculation of the total energies using the exp-6 model potential, atomic multipoles,
and DFT for the molecular energies. Electrostatic models and relative molecular energies were taken from a) the isolated molecule,
b) PCM calculations with ε ) 3, and c) PCM calculations with ε ) 7. Structures are color coded by their lattice (intermolecular)
energies: blue circles have intermolecular energies within 20 kJ mol-1 of the lowest lattice energy structure; gray squares have
intermolecular energies between 20 and 40 kJ mol-1 above the lowest lattice energy structure; and red diamonds have
intermolecular energies more than 40 kJ mol-1 above the lowest lattice energy structure. The known crystal structures of DL-
valine are indicated by the open circle (monoclinic, CSD refcode VALIDL) and open square (triclinic, CSD refcode VALIDL02).
Structures highlighted by open green diamonds show high structural similarities to the known crystal structures.
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multipoles (the electrostatic model in the lattice energy
calculation). The results, summarized as energy vs density
plots for ε ) 3 and ε ) 7 in Figure 4b,c, show a strong
dependence of the energetic ordering of the predicted crystal
structures with the choice of ε. The crystal structures with
poor intermolecular energies (red diamonds) are disfavored
when the polarized molecular charge distributions are used,
such that these structures are all outside of the lowest 8 kJ
mol-1 range on total energy when using even a modestly
polarized model (ε ) 3). As the computer-generated crystal
structures with poor intermolecular energies are disfavored,
those with the best intermolecular energies (blue circles,
Figure 4) dominate the low energy region, and the ranking
of the two known DL-valine polymorphs improves dramati-
cally. The monoclinic (VALIDL) and triclinic (VALIDL02)
polymorphs are the fourth and third lowest energy structures
overall when using molecular energies and electrostatics
derived with ε ) 3 and are first and second (i.e., the two
lowest energy structures) with both ε ) 7 and ε ) 11. By
calculating the molecular energies and charge density
distributions in a polarizing environment, the ranking on total
energy predicts the two known polymorphs perfectly, a
dramatic improvement over results using unpolarized mo-
lecular models.

Table 2 summarizes structural information for the observed
and predicted crystal structures of valine. Unit cell dimen-
sions are in line with what should be expected. Cell
dimensions and angles are all within 3% of the observed
values, while the crystal structure volumes per molecule
(Vmol) are all within 4%. There is a trend of compaction of
the predicted structures with increased polarization (higher
ε), because of the enhanced attractive interactions between
polarized molecular charge densities. While the volumes of
the predicted crystal structures minimized with multipoles
calculated in a vacuum are close to the observed volumes,
those using the polarized molecular models are contracted
slightly. The change in volume with the polarized models is
consistent with the expansion of amino acid structures from

low temperature to room temperature42 and the temperature-
free (i.e., classical 0 K) nature of the predictions.

Analysis of the Components of the Total Energy. To
determine the origin of the striking changes in the relative
total crystal energies upon molecular polarization, the
individual components of the total crystal energies (see eq
1) were further examined. The two energy contributions that
are directly a function of the calculated electron density, F,
are the DFT molecular energy and the calculated electrostatic
component of the intermolecular energy; both include
contributions from the induction energy when calculated from
the polarized molecular charge densities. The variation of
these two contributions with the value of ε used in the
molecular PCM calculation is shown for the 20 lowest energy
crystal structures (taken from the original set, Figure 4a) in
Figure 5a,b. The isolated molecule calculations are included
as ε ) 1.

The absolute values of the molecular energies in the 20
crystal structures increase by between 18.6 and 23.8 kJ mol-1

between isolated molecule calculations and PCM calculations
with ε ) 11. However, the subsequent effect on the ranking
of the crystal structures is small because the relatiVe
molecular energies among the conformations found in the
low energy crystal structures only change by a few kJ mol-1;
the total range of molecular energies among these 20 crystal
structures is 51 kJ mol-1 from the isolated molecule
calculations and 55 kJ mol-1 in the most polarizing environ-
ment (ε ) 11), Figure 5a. This change in relative intramo-
lecular energies has some influence on the final crystal
structure ranking but is not the main cause of the important
changes in total relative crystal energies when the polarized
molecular models are used. The molecular energies in both
observed DL-valine crystal structures, relative to the most
stable conformations found in any of the predicted crystal
structures, increase from about 46 kJ mol-1 (isolated
molecules) to 51 kJ mol-1 (PCM, ε ) 11), i.e. they have
gained no stability relative to the other putative crystal

Table 2. Unit Cell Parameters and Relative Energies of the Observed and Predicted Crystal Structures of DL-Valine

a/Å b/Å c/Å R/° �/° γ/° Vmol
a/Å3 ∆Eb/kJ mol-1

Monoclinic DL-Valine
expt (room temperature, VALIDL) 5.21 22.10 5.41 90 109.2 90 294.2 -
predicted (unpolarized F) 5.259 22.185 5.284 90 107.9 90 293.4 +6.7
predicted, F(ε)3) 5.233 22.208 5.220 90 107.8 90 288.8 +0.9
predicted, F(ε)7) 5.225 22.219 5.195 90 107.9 90 287.0 0
predicted, F(ε)11) 5.222 22.223 5.187 90 107.9 90 286.3 0

Triclinic DL-Valine
expt (120 K, VALIDL02) 5.222 5.406 10.838 90.9 92.3 110.0 287.1 -
predicted (unpolarized F) 5.252 5.287 11.139 89.7 82.4 107.9 291.5 +6.4
predicted, F(ε)3) 5.221 5.224 11.155 97.1 90.3 107.8 287.3 +0.7
predicted, F(ε)7) 5.194 5.214 11.473 100.1 90.4 107.8 290.8 +0.0
predicted, F(ε)11) 5.187 5.212 11.166 96.8 90.4 107.8 285.1 +0.1

L-Valine
expt (120 K) 9.682 5.247 11.930 90 90.6 90 303.0 -
minimizedc (unpolarized F) 9.787 5.228 11.735 90 90.5 90 300.3 -9.1
minimized,c F(ε)3) 9.666 5.195 11.752 90 90.5 90 295.0 -16.4
minimized,c F(ε)7) 9.613 5.182 11.760 90 90.5 90 292.9 -17.3
minimized,c F(ε)11) 9.595 5.178 11.764 90 90.5 90 292.3 -16.9

a Vmol is the crystal structure volume per molecule. b ∆E is the sum of the intermolecular lattice energy and the molecular energy (relative
to the energy of the lowest energy conformation in any of the computer-generated crystal structures). c The result of energy minimization of
the experimentally determined crystal structure using the same molecular model and procedure as used in the prediction calculations.
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structures in terms of intramolecular energy by accounting
for the polarizing environment.

Electrostatic Energy. A much more pronounced effect
is seen in the electrostatic contribution to the intermolecular
energies in the crystal structures (Figure 5b). The cause of
the large changes in calculated electrostatic energy is clear
from the changes in molecular dipole moments between the
vacuum calculations and those in a dielectric medium (Figure
6). The molecular dipole moments calculated for isolated
molecules, which range from 9.3 to 10.1 Debye for the
conformations in these 20 crystal structures, are far too low
compared to the experimentally observed dipole moment
from analysis of the X-ray determined charge density of
triclinic DL-valine, which is 14.3(4) Debye.43 The greatest
change in dipole moments comes between the vacuum
calculations and PCM (ε ) 3) calculations, where the
molecular dipole enhancement ranges from 15.1 to 15.9%

for the conformations in these 20 crystal structures. The total
increase up to ε ) 11 ranges from 23.7 to 25.8%, which is
in good agreement with the 23% dipole moment enhance-
ment of valine estimated from X-ray determined charge
density analysis.8 The molecular electron densities from the
PCM calculations are much closer to the real charge
distribution in the crystal than those calculated for molecules
in a vacuum.

The plot of calculated electrostatic energy vs dielectric
constant (Figure 5b) shows why the two observed structures
have improved in ranking so drastically from the model based
on vacuum calculations (ε)1) to those taking into account
the strongly polarizing crystal environment. If we take ε)3
to be a realistic description of the bulk crystalline environ-
ment, we can estimate the induction energy for each computer-
generated crystal structure from eq 2, as [Uelectrostatic(ε)3) -
Uelectrostatic(vacuum, ε)1) + ∆Umolecular(ε)3 - vacuum)], a
quantity that varies from -30.1 to -47.8 kJ mol-1 among
these 20 lowest energy crystal structures. This 17.7 kJ mol-1

variation in induction energy between crystal structures is
more than double the entire range in total energies for this
set of putative crystal structures and demonstrates why the
induction energy should not be ignored in crystal structure
prediction, especially for such polar molecules, where the
electrostatics dominate the lattice energies. The induction
energy is greatest in the two crystal structures corresponding
to the known DL-valine polymorphs (Figure 5b), and this
energy contribution moves these structures from being poorly
ranked with the unpolarized model to being among the best
few structures in the list of crystal structures with polarization
taken into account.

L-Valine. Enantiopure L-valine crystallizes in only one
known crystal structure, in the space group P21 with two
molecules in the asymmetric unit; the two molecules differ
in the orientation of the isopropyl group, having τ3 ) 77°
and 180° in the two independent molecules. While we did
not generate crystal structures with two independent mol-
ecules, we can compare the observed crystal structure with
the predicted Z `)1 alternatives. To do this, the observed

Figure 5. Variation in a) relative molecular energy (relative to the energy of the lowest energy conformation in any of the crystal
structures) and b) intermolecular electrostatic energy as a function of the dielectric constant, ε, used in the molecular PCM
calculation for the 20 lowest energy computer-generated crystal structures of DL-valine (from the F(ε)1) ranking).

Figure 6. Variation in the molecular dipole moment as a
function of the dielectric constant, ε, used in the molecular
PCM calculation for the molecular geometries from the 20
lowest energy computer-generated crystal structures of DL-
valine (from the F(ε)1) ranking).
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structure (CSD refcode LVALIN01) was energy minimized
using the same method as the computer-generated crystal
structures: bond lengths and bond angles were adjusted to
those in the DFT molecular structure used for the crystal
structure prediction calculations, and the structure was
relaxed allowing flexibility of the torsion angles with the
Dreiding force field, followed by a final rigid-molecule lattice
energy minimization with the exp-6 + DMA intermolecular
model potential. The total energy was calculated as a sum
of this intermolecular energy and the DFT molecular energy
of the final molecular conformations. The final step was
repeated with molecular calculations performed with and
without the PCM polarizing environment.

With all models (based on vacuum and PCM molecular
charge distributions) the observed Z `)2 crystal structure is
considerably more stable than any of the putative Z `)1
structures (Figure 7). The total energy difference between
the observed structure and lowest energy Z ` )1 alternative
is 9.1 kJ mol-1 before including the effects of molecular
polarization, and this gap increases to over 16 kJ mol-1 when
including the polarization of the molecules. The large
difference between the observed structure and any of the
predicted structures suggests that a Z ` )1 polymorph of
enantiopure valine is unlikely to ever be observed, at least
within the space groups considered here.

In light of the results here, the success of our previous
crystal structure prediction study of alanine19 seems fortu-
itous. The results for alanine, where the true crystal structures
(of both L-alanine and DL-alanine) were predicted without
considering molecular polarization, do not demonstrate that
the polarization contribution to the lattice energy is less
important for that molecule but perhaps that the induction

energy varies less among the possible low energy crystal
structures of L- and DL-alanine than those of DL-valine. This
may be a result of less variation in molecular conformations
among the low energy crystal structures of alanine. We are
currently studying a wider set of amino acid crystal structures
to test the performance of our computational methods on a
large set of similar molecules.

Conclusions

We have presented developments of our method for exploring
the crystal packing landscape of flexible organic molecules,
with the aim of crystal structure prediction. In this study,
we have used computer-generated crystal structures of valine
as a test of our approach and to evaluate a simple method
for including the effects of polarization of the molecular
charge density on the total relative energies of the known
and putative polymorphs.

The results indicate that there is an imbalance in the intra-
and intermolecular energy contributions to the total crystal
energies if the molecular properties are taken from calcula-
tions on completely isolated molecules. To correct for this,
molecular properties (energy and electron density distribu-
tion) have been calculated in a polarizing environment,
described by the polarizable continuum model with dielectric
constants chosen to be representative of molecular organic
crystals (here, we tested values of ε ranging from 3 to 11).
These calculations lead to molecular dipole moments that
are more in line with X-ray charge density studies, and the
changes in electrostatic and molecular energies give an
estimate of the induction energy, which is very large for these
crystal structures because valine crystallizes in zwitterionic

Figure 7. Plot of relative energy against density for the computer-generated Z `)1 crystal structures of L-valine after minimization
with the Dreiding flexible force field and then calculation of the total energies using the exp-6 model potential, atomic multipoles,
and DFT for the molecular energies. Electrostatic models and relative molecular energies were taken from a) the isolated molecule,
b) a PCM calculation with ε ) 3, and c) a PCM calculation with ε ) 7. The observed Z `)2 crystal structure of L-valine (LVALIN01)
is indicated by an open circle, and the energy difference between it and the lowest energy predicted Z `)1 structure is indicated.
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form. The PCM model contains no explicit information on
the specific environment in each crystal structure, and the
molecule in each crystal structure is immersed in the same
structureless polarizing environment to polarize the molecular
charge density. Therefore, the resulting polarization only
distinguishes between crystal structures based on i) the
conformational dependence of the molecular polarizability
and ii) the different impact of molecular charge density
polarization on intermolecular interactions in the various
crystal structures. We view this as a first approximation to
including induction energies in the assessment of relative
stabilities of crystal structures, whereas a full treatment would
need to model the specific, structured crystalline environment
for each crystal structure.

Despite its apparent oversimplicity, the model leads to
promising results here. The polarization favors those crystal
structures with good intermolecular interactions over the
other putative structures and, for both DL-valine and L-valine,
preferentially stabilizes the true crystal structures over the
many other low energy local minima. This leads to the two
known polymorphs being ranked as the two lowest energy
computer-generated crystal structures or as two of a small
set of the lowest energy structures, depending on the value
of ε when calculating molecular energies and charge
distributions. The best choice of dielectric constant is
uncertain, although the greatest effect on the molecular
charge distribution is at low values and 2.5 e ε e 4 seems
typical for crystals of neutral organic molecules.44 Indeed,
refractive index measurements45,46 on L-amino acid crystal
structures suggest values between about 2.25 and 2.5, which
are slightly lower than static permittivities calculated by
periodic DFT based lattice dynamics,47 that suggest an
average value of ε ) 3.35 for L-valine, with substantial
anisotropy in the dielectric tensor. Empirically, we find that
higher values of the dielectric constant perform better here:
ε ) 7 results in a slightly better ranking of the known DL-
valine crystal structures than ε ) 3, and higher values
improve results even further. Higher dielectric constants also
yield molecular dipole moments in better agreement with
those from X-ray charge density studies. Our rationalization
for these observations is that the higher values of ε might
be compensating for the lack of specific interactions (such
as hydrogen bonds) in the model; the calculations we use
here introduce the polarizing effect of an average bulk
environment but cannot model the strong polarizing effect
of specific, directional intermolecular interactions. Side-by-
side comparisons to polarization models that include the
structure of the crystalline environment would be needed to
investigate this further.

The results indicate that the effects of polarization in
molecular crystals, which are usually ignored when modeling
their structures and properties, can have a significant influ-
ence in calculations aimed at predicting the likely crystal
structures of polar molecules. The method we have presented
for including polarization in the calculations is computa-
tionally inexpensive and is being further tested and extended
to the crystal structure prediction of more complex systems,
in particular those of pharmaceutical interest such as more

flexible molecules and multicomponent crystals (salts, coc-
rystals, and solvates).

Acknowledgment. We thank the Pfizer Institute for
Pharmaceutical Materials Science for funding and Dr. Neil
Feeder for helpful discussions. G.M.D. thanks the Royal
Society for a University Research Fellowship.

Supporting Information Available: Structure files
(CIF) of the 20 lowest energy predicted crystal structures of
DL-valine with each of the four intermolecular electrostatic
models (unpolarized molecules, ε ) 3, ε ) 7, and ε ) 11),
structure files (CIF) of the 10 lowest energy predicted crystal
structures of L-valine with each of the four intermolecular
electrostatic models (unpolarized molecules, ε ) 3, ε ) 7,
and ε ) 11), and tables summarizing the results of the testing
of flexible molecule force fields for the crystal structures of
alanine and leucine. This material is available free of charge
via the Internet at http://pubs.acs.org.

References

(1) Chemburkar, S. R.; Bauer, J.; Deming, K.; Spiwek, H.; Patel,
K.; Morris, J.; Henry, R.; Spanton, S.; Dziki, W.; Porter, W.;
Quick, J.; Bauer, P.; Donaubauer, J.; Narayanan, B. A.;
Soldani, M.; Riley, D.; McFarland, K. Org. Process Res.
DeV. 2000, 4, 413–417.

(2) Morissette, S. L.; Almarsson, Ö.; Peterson, M. L.; Remenar,
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